
Network Centrality and Managerial Market
Timing Ability:

Evidence from Open-Market Repurchase
Announcements

THEODOROS EVGENIOU, THEO VERMAELEN, and LING YUE∗

July 20, 2016

Abstract

We find a U-shaped relation between long-run excess returns after buyback authoriza-
tion announcements and firm centrality in the Input-Output trade flow network. As
centrality may be non-linearly related to information asymmetry between firm insiders
and outside investors, these results provide direct support for the market timing hy-
pothesis of buybacks: while high centrality can increase information asymmetry due to
information processing costs, low centrality can increase it due to information availabil-
ity differences. Strikingly, unlike all past findings of positive abnormal returns in the
literature on repurchases, significantly negative post-buyback announcement long-run
excess returns are observed for some mid-centrality firms.

All source code as well as an interactive online tool to explore data variations and robustness
analyses of all results in this paper is available at tevgeniou.github.io/FirmNetworkBuybacks.

∗INSEAD, Bd de Constance, 77300 Fontainebleau, France, phone: +33(0)1 6072 4000, e-mail:
theodoros.evgeniou@insead.edu, theo.vermaelen@insead.edu, and ling.yue@insead.edu.

http://tevgeniou.github.io/FirmNetworkBuybacks/
mailto:theodoros.evgeniou@insead.edu
mailto:theo.vermaelen@insead.edu
mailto:ling.yue@insead.edu


1

I. Introduction

When companies announce share buyback authorizations, markets on average underreact

to the announcement [e.g., Ikenberry, Lakonishok, and Vermaelen 1995; Peyer and Vermae-

len 2009; Evgeniou, de Fortuny, Nassuphis, and Vermaelen 2016]. The most widely accepted

interpretation of this result is that firms are using private information to buy undervalued

stock to benefit long-term shareholders. This market timing hypothesis assumes that man-

agers have an information advantage over financial markets. Two natural questions then

arise. First, what specific factors determine the level of information asymmetry and thus

managers’ ability to time the market, and second, is there indeed a relation between those

factors and long-term abnormal returns? Peyer and Vermaelen (2009) argue that this abil-

ity is larger for small firms as they are followed by fewer analysts, while Evgeniou et al.

(2016) show that it is larger for firms with high idiosyncratic volatility. High idiosyncratic

volatility means that the value of the firm is driven by mostly company-specific information,

potentially giving a competitive advantage to the management. However, past literature

has not studied specific firm characteristics that may be related to information asymmetry

- other than size and the broad measure of idiosyncratic volatility that summarizes all pos-

sible information asymmetry drivers. The link between the market timing hypothesis due

to information asymmetry and post-buyback abnormal returns has therefore been to some

extent quite general (i.e., not very specific about the sources of the information advantage

of the management).

The purpose of this paper is to study a specific potential driver of information asymmetry

between company insiders and outside investors, namely firm centrality in the supplier-

customer network (which we will call firm centrality, for short), and use it to further test the

market timing hypothesis in the context of share repurchases. Firm centrality may relate to
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insiders’ information advantage in different, and conflicting, ways. Consider two drivers of

this asymmetry: a) the marginal (per link) information contribution of each economic link

on the total information available about a firm’s cash flow, and b) the information processing

costs of investors as the number of economic links increases. On one hand, insiders may have

better (marginal) information per link relative to outsiders, but the total impact decreases

as the number of links increases (with many links, each cash flow of the linked firm has less

impact on the focal firm’s total cash flow). Hence insiders have an information availability

advantage for peripheral firms. On the other hand, as firm centrality increases the higher

information processing costs of outsiders (e.g., due to limited attention of investors) creates

an information disadvantage for them. Hence, insiders have an information processing cost

advantage for highly central firms.

We argue that the net effect can generate a U-shaped relation between centrality and

the information advantage of the firm’s insiders: for low centrality the marginal (per link)

information availability gives insiders an information advantage, while when centrality is

high the larger information processing costs for outside investors may also give insiders an

information advantage. For intermediate centrality levels, the net effect of the two (increas-

ing information availability but also increasing information processing costs for the outside

investors) can be overall advantageous for outside investors. We provide a simple model to

formalize these arguments in Section II. The model shows that there can indeed be a U-curve

relation between centrality and the information advantage of the firm’s management. It fol-

lows that the market timing hypothesis predicts a U-shaped relation between centrality and

post-buyback long-term abnormal returns, which is exactly what we find in our empirical

results. Over a period of 48 months following buyback announcements, the excess returns of

the most central and peripheral firms (quintiles Q5 and Q1) are on average 21.50% higher
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than those of mid-central firms (Q4). For some firms (e.g., larger firms or firms covered by

many analysts) in this quintile, long-term excess returns are significantly negative, a rather

unique result in the buyback literature. We further show that this U-shaped relation is

mitigated when stock prices incorporate more information from trade partners (i.e., firms

followed by more supply-chain analysts).

A firm is central in the product market network if, for example, it has many direct

economic links as measured by its degree centrality (Freeman, 1977).1 Shocks originating in

or transmitted through a firm’s direct trade partners affect its stock price as supplier and

customer firms may have correlated cash flows [e.g., Cohen and Frazzini (2008) and Menzly

and Ozbas (2010)]. In an efficient market, investors can trace the effect of economic shocks

through the supply chain to predict the effect on stock prices. However, past empirical

evidence suggests that investors may ignore customer-supplier links, due to factors such as

limited attention or information processing costs. For example Cohen and Frazzini (2008)

show that stock prices of suppliers underreact to the stock price performance of their major

customers. They show that a long-short strategy based on this underreaction generates an

impressive alpha of 1.5% per month.

On one hand, more central firms have more complex supplier-customer portfolios. Thus,

investors’ limited attention constraints make it more costly to incorporate relevant news from

trade partners (Cohen and Frazzini, 2008). Hence, the impact of information processing

costs increases with firm centrality. If insiders of a firm have more up-to-date information

or a better understanding of the economic links of the firm, their information advantage

relative to the market increases with firm centrality. Note that this assumes that it is less

1Second-order effects may also exist from the inter-firm trade relations and complexity of directly linked
firms, as captured by other centrality measures, such as eigenvector centrality (Bonacich, 1972). We use
other measures of centrality for robustness tests.
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costly for managers than for outsiders to collect information about suppliers and customers

relevant to the business. As a result, the expected benefit of market timing (i.e., repurchasing

undervalued stock) is larger for more central firms than peripheral ones, which we will refer

to as the information processing cost hypothesis.

On the other hand, when the market uses information from economic links to value firms,

it has fewer sources of information to evaluate peripheral firms than central ones. Because

managers may have better firm-specific knowledge per link, the information advantage of the

management relative to the market may increase as firm centrality decreases. Consider for

example the extreme case where the firm has only one customer or supplier. The behavior

of this customer or supplier will have a huge impact on the value of the firm, and so any

advantage the management may have regarding information about this specific customer or

supplier will have more impact. Thus, according to the (marginal) information availability

hypothesis managers are more likely to repurchase undervalued shares in peripheral firms.

Overall, it is an empirical question which of these two competing effects dominates. We

study this question in the context of share repurchases using as a proxy for firm centrality

the centrality of the firm’s industry, following Ahern (2012). We measure industry centrality

based on the inter-industry trade flow network constructed using the Input-Output (I-O)

tables from the U.S. Bureau of Economic Analysis (BEA). There are several reasons for

using this proxy: (1) the I-O industry classification is at a detailed level (e.g., 410 industries

in 2002), and so the number of firms in each industry is small; (2) our target sample consists

of public firms in the major exchanges that can be considered as representative of their

industry; and (3) firms of the same industry are closer to each other in terms of centrality

than firms from different industries. Moreover, we want to capture the effect from both

public and private trade partners and economic links between them. To the best of our
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knowledge, I-O tables are the best data available for such a complete trade-flow network

of all public and private firms in the United States, as also argued by others, including

Acemoglu, Carvalho, Ozdaglar, and Tahbaz-Salehi (2012) and Ahern and Harford (2014).

As mentioned above, in this paper we measure centrality by degree centrality (i.e., the

number of direct economic links). For example, in the 2002 I-O network, the Wholesale

Trade industry has 372 substantial direct connections with other industries, and its degree

centrality is ranked the highest of all industries. To value a firm in this industry - such as

TESSCO Technologies Incorporated (NASDAQ: TESS), an electronic parts and equipment

merchant wholesaler - an outside investor may need to use information about up-to-date

sales/input contribution from all directly linked industries. However, as it is hard for an

investor to follow all 372 industries at the same time, the information processing costs are

very high for these firms. On the other end, the Computer Storage Device Manufacturing

industry has only ten substantial direct trade relationships in the 2002 I-O network and thus

its degree centrality is ranked among the lowest (376th out of 410 industries). To value a firm

in this industry - such as NetApp, Inc. (NASDAQ: NTAP), a storage and data management

company and a component of the S&P 500 - investors face much lower information processing

costs as they need to cover only the ten industries that are directly linked to the Computer

Storage Device Manufacturing industry. However, any information availability advantage

insiders may have for each of these ten cash flow relations will be relatively (marginally)

more important.

To test whether management’s information advantage when repurchasing shares depends

on firm centrality, we use 8,401 open-market share repurchase authorization announcements

of U.S. firms between October 1996 and December 2015. As the most recent I-O report

available from BEA was published in 2007, we use reports published in 1997, 2002, and
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2007. To examine whether inter-industry network centrality is related to long-run excess

returns after buyback authorization announcements, we proceed as follows. First, we sort

all CRSP firms according to their centrality score in each calendar month and split buyback

events into five groups using these centrality scores (Q1 to Q5, from the least central to

the most central). Second, we compute the post-announcement long-run excess returns

for each centrality subgroup for up to 48 months after the announcement. Third, using

double sorting we test whether centrality acts as a proxy for other predictors of long-term

excess returns reported in the share repurchase anomaly literature [e.g., Peyer and Vermaelen

(2009), Evgeniou et al. (2016)], such as volatility, idiosyncratic volatility, prior returns,

market to book, firm size, and analyst coverage. Finally, we regress long-run excess returns

on centrality (and centrality squared), controlling for the above known factors.

All of these tests show that the relation between long-run Cumulative Abnormal Returns

(CAR) and centrality is U-shaped. In other words, excess returns are largest in the low

and high centrality samples. The most central and the most peripheral firms are the most

likely to be mispriced, in agreement with the information processing costs and (marginal)

information availability hypotheses, respectively. Moreover, after controlling for idiosyncratic

volatility (a proxy for firm-specific information in stock prices), analyst coverage (a proxy

for the information environment), return volatility (a proxy for the option value of buyback

announcements), and the U-index [the Peyer and Vermaelen (2009) proxy for the likelihood of

firm undervaluation], the U-shaped relation between centrality and long-term excess returns

is still significant.

In summary, this paper contributes to the literature on managerial market timing ability

in the context of share repurchases. It also relates to the literature of investors’ delayed

and biased reactions to information. The basic theme of this literature is that, if investors
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have limited resources and capacity to collect, interpret, and finally trade on value-relevant

information, we would expect asset prices to incorporate information only gradually [e.g.,

Hong and Stein (1999); Hong, Lim, and Stein (2000); Cohen and Frazzini (2008); Cohen

and Lou (2012)]. Our paper suggests that the effects of limited attention increase with firm

centrality in the product network.

This paper also relates to recent work that studies networks in finance.2 Acemoglu et al.

(2012) show theoretically that microeconomic idiosyncratic shocks can lead to aggregate

fluctuations when there is a small number of central suppliers. Building on this theory,

Ahern (2013) and Aobdia, Caskey, and Ozel (2014) find that central industries in the inter-

industry trade flow network covary more with aggregate fluctuations. Consistent with this

result, we find that peripheral firms have higher idiosyncratic volatility, which may partially

explain the high long-run excess returns after buyback announcements (Evgeniou et al.,

2016).

This paper is organized as follows. We start in Section II with a simple model that

formalizes the main hypotheses about the relation between centrality and the information

advantage of a firm’s insiders. Section III presents our data: the trade-flow network, the

sample of open-market share repurchase authorization announcements, and the analyst rec-

ommendation data. Section IV tests whether centrality predicts long-run excess returns and

whether the observed U-shape can be explained by the fact that centrality is correlated with

other variables that explain long-run excess returns reported in previous research. Section V

estimates the marginal contribution of centrality as an explanatory variable in cross-sectional

regressions explaining long-run excess returns. Section VI discusses the effect of supply-chain

analyst coverage and performs robustness checks. Section VII concludes.

2See also Allen and Babus (2009) for a recent summary paper.
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II. A Model of Centrality and Information

Asymmetry

In this section we formalize the intuition about the relation between centrality and man-

agerial information advantage. In particular, we show that under certain conditions, this

relation is expected to be U-shaped.

Consider a firm whose total cash flow TF depends on a multiplicative production function

that depends on N i.i.d. shocks Si for i ∈ 1 . . . N (in our case depending on the links of

this firm with N other firms), i.e., TF =
∏N

i=1 Si. The economic interpretation for such a

production function is that the firm is made up of complementary (rather than substitutable)

businesses/tasks, i.e., a high value for each shock is necessary for obtaining a high cash

flow TF - see for example Kremer (1993).3 Taking the logarithm for both sides of the

production function leads to the equation log(TF ) =
∑N

i=1 log(Si). We will be working with

this equation, so for simplicity of notation we will note log(TF ) with just F and log(Si)

with just Fi. We also call the units of F and Fi as ”dollars” (hence, we do not consider the

logarithm of the units). To keep the firm size constant as N varies, we assume for simplicity

that E(F ) = 1 (i.e., the size of the focal firm does not depend on the number of links N).

Note with σi(x) the standard deviation (i.e., uncertainty ”per expected dollar”) of the

estimated Fi for link i for the firm insiders, and with δi(x) that for the outside investors, for

attention level x ∈ [0, 1]. That is, if the (expected) Fi is $1, the standard deviations of the

estimates of Fi of the insiders and outsiders are exactly σi(x) and δi(x), respectively - hence,

we assume for simplicity that these standard deviations scale linearly with the dollar value

Fi. Both these uncertainties are also decreasing functions of the attention x (or information

3Assuming an additive production function - for example for firms with substitutable tasks - does not
change this analysis.
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gathering effort, interpretation, etc4) insiders (or outsiders) spent for a given link i (i.e., the

larger the attention/effort x, the smaller the σi(x) and δi(x) are). Assume that both insiders

and outsiders have a total attention (effort) capacity that is fixed, denoted with AI and AO,

respectively, which is equally spent across all N links.5 For simplicity (and without loss of

generality), let AI = AO = 1 - we will consider any information processing cost differences

below.

We can then note the uncertainty (per dollar) per link with the functions σi(1/N) and

δi(1/N), which decrease with the effort 1/N spent on each link i, hence increase with N .

Higher information processing costs for outsiders means that eventually (for large enough

N) uncertainty δi(1/N) increases with N faster than σi(1/N) does. We assume that these

functions are such that for any attention (effort) x, we have that σi(x) < δi(x) - that is,

insiders can have less uncertainty (can get more information) about the cash flow of their

firm with any given firm i than outsiders can, for the same effort x. This corresponds to the

insiders’ information availability advantage hypothesis.

Assume for simplicity that all cash flows are uncorrelated6, and that, without loss of

generality, all σi are equal to σ, all δi are equal to δ, and all Fi are equal - that is Fi =

F/N = 1/N . The uncertainty (variance) that insiders have about the total firm cash flow

is then given by VI =
∑

i=1...N(F/N)2σi(1/N)2 = (1/N)σ(1/N)2 while that of outsiders is

similarly given by VO =
∑

i=1...N(F/N)2δi(1/N)2 = (1/N)δ(1/N)2.

The difference in uncertainty about the total firm cash flow between insiders and outsiders

(a measure of the insiders’ information advantage) can be measured by the difference (VO −
4We do not differentiate between information collecting or information interpreting skills and call their

net effect as attention (or effort) capacity for simplicity.
5Assuming that investors or insiders focus only on K ≤ N links does not affect the analysis after minor

modifications.
6Adding correlations does not affect the analysis, as N can just be replaced by an ”effective number” of

links, related to the eigenvalues of the correlation matrix of the N cash flows.
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VI). When this is positive, outsiders are more uncertain about the total firm cash flow, so

insiders have an information advantage. The larger this difference, the larger the information

advantage of the insiders. The main question then is how this difference changes as N

increases. Clearly this depends on how (1/N) · [δ(1/N)2−σ(1/N)2] behaves as a function of

N , under the assumptions outlined above.

Consider, for example, the following functional forms for σ and δ that satisfy our two

hypotheses: σ(x)2 = σ0 · (1/x) + α · (1/x)2 and δ(x)2 = δ0 · (1/x) + β · (1/x)3, for 0 < x < 1,

with σ0, α, δ0, and β such that σ(x)2 < δ(x)2 for any 0 < x < 1 and that as x decreases (i.e.,

N increases) δ increases faster than σ after some value x0 < 1. The information advantage

of insiders is then given by:

VO − VI = (1/N)[βN3 − αN2 + (δ0 − σ0)N ] = βN2 − αN + (δ0 − σ0).

Depending on the values of α, β, σ0, and δ0 that still satisfy the assumptions above, the

model can predict a U-curve relation betweenN (i.e., centrality) and VO−VI (i.e., information

advantage of the firm insiders) for a (large enough) range of N . For example, Figure 1 shows

a U-curve for α = 0.2, β = 0.007, σ0 = 0.2, and δ0 = 1.7. In the following empirical section,

we will test whether indeed such a relation between centrality and information advantage

exists.
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III. Data

A. Share Repurchases and Firm Data

Our sample of buyback announcements spans the period from October 1996 to Decem-

ber 2015. We start in October 1996 because analyst recommendation data are sparse prior

to 1996 (Boni and Womack, 2006). Also, the first supplier-customer network after 1996 is

constructed in 1997, with the U.S. federal government’s 1997 fiscal year starting on Octo-

ber 1, 1996. We retrieve buyback authorization announcements from the Securities Data

Corporation (SDC) database. Monthly returns and market capitalization data are taken

from CRSP. Book value of equity (BE) and industry classifications (NAICS and SIC) are

taken from Compustat. The Fama-French factors are downloaded from Kenneth French’s

website. Our source for analyst recommendation data is the I/B/E/S Summary History

Recommendation file.

For the buybacks we combine all open market repurchase announcements from both the

SDC Repurchases database and the SDC US mergers and acquisitions (M&A) data base,

ending up with a total of 15,706 repurchase events.7 We remove the following events: (1)

no network centrality is available; (2) no CRSP returns are available; (3) not all relevant

Compustat data is available; (4) the percentage of shares authorized is larger than 50%, or

the one month pre-announcement closing price is less than $3, or the primary stock exchange

is not the NYSE, NASDAQ, or AMEX; (5) the firm belongs to the Financial or Utilities

sector. We obtain a final sample containing 8,401 buyback events made by 2,979 firms.

Figure 2 shows the number of announcements per year in the sample period as well as the

7More information is available upon request. All source code as well as an interactive online tool
to explore data variations and robustness analyses of all results in this paper is available at tevge-
niou.github.io/FirmNetworkBuybacks.

http://tevgeniou.github.io/FirmNetworkBuybacks/
http://tevgeniou.github.io/FirmNetworkBuybacks/
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(standardized) level of the S&P 500 index. The average percent of shares authorized for

these firms is 7.40% (median of 6%), the average market capitalization at announcement

is $7,066 million (median of $1,025 million), while the BE/ME is on average 0.50 (median

of 0.40). We also collect consensus analyst recommendations in the two months prior to

the buyback announcement. In the month before the buyback announcement 1,983 firms

were downgraded, 1,792 were upgraded, and in 4,626 cases the recommendation consensus

remained unchanged.

B. Supplier-Customer Network and Centrality Measures

We define firm centrality using an industry-level supplier-customer trade network, as it

is very difficult to build a firm-level trade network because of data limitations. Following

Ahern (2012), we construct a network of industries connected by inter-industry trade flows

[e.g., Acemoglu et al. (2012); Ahern and Harford (2014)] and measure a firm’s centrality in

the network as that of its industry. Since 1947, the Bureau of Economic Analysis (BEA) has

provided Input-Output (I-O) accounts of dollar flows between all producers and purchasers

in the U.S. economy. Producers include all industrial and service sectors as well as household

ones. Purchasers include industrial sectors, households, and government entities. The I-O

tables are based primarily on data from the Economic Census and are updated every five

years with a five-year lag, so we use only three I-O reports (1997, 2002, and 2007).

As argued by Ahern (2012) using industry-level network centrality as a proxy for firm

centrality is reasonable. Indeed, the inter-industry trade flow data are currently the best

available data for a supplier-customer network that covers all sectors in the economy and

accounts for trade relations between all public and private firms. Possible error in using the

industry position as a proxy for firm position is smaller than it appears for three reasons:
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(1) the industry classification used for our analysis is very narrowly defined - we consider,

for example, 410 detailed I-O industries in 2002 - which reduces the firm heterogeneity in

each industry, (2) firms in our study are publicly traded firms followed by analysts, and

they are also relatively large firms (the mean percentile of market equity at the month of

the buyback announcement is 0.70, which is statistically significantly different from (the all

CRSP firms cross-sectional percentile mean) 0.5 (t > 10), so our firms are more likely to be

representative for the industry), and (3) firms of the same industry are closer to each other

in terms of centrality than those from different industries.

The construction of the trade-flow network in each I-O report year follows Ahern and

Harford (2014). From the Use and Make tables, we create matrices that record flows of

inputs and outputs between industries (the left graph in Figure 3). To avoid any biases due

to some large dollar-value trade flows, each trade flow is standardized by its purchaser’s total

input (the middle graph in Figure 3), which gives an asymmetric and directed I-O network,

namely the supplier network. Selecting the larger number of the two directed links between

two industries generates an undirected supplier network (the right graph in Figure 3). This

network captures each I-O industry’s role as both a customer and a supplier of directly

linked industries. Economic shocks transmit through the supplier network via the impact,

for example, of input quantity or price. For example, members of the Petroleum Refineries

industry (e.g., Exxon Mobile) supply an excess quantity of gasoline, which lowers oil prices.

As a result, transportation companies (e.g., U.S. Xpress and FedEx) may have lower costs,

and later, companies in the Retail Trade industry (e.g., Gap Inc. and Amazon.com) may

be more profitable. Finally, after excluding household and government industries, as well as

exports and imports, we are left with 470, 410, and 368 industries in 1997, 2002, and 2007,

respectively.
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A number of measures have been developed to quantify centrality in networks, including

degree, closeness, betweenness, and eigenvector centrality. Degree centrality measures the

number of direct connections a node has if the network is unweighted (Freeman, 1977). A

corresponding weighted measure is strength centrality (Barrat, Pastor-Satorras, and Vespig-

nani, 2004). In this case the weights are the ”strength” of each industry-pair link - that is,

the percentage of input supplied by the linked industry. Closeness centrality provides higher

centrality scores to nodes that are situated closer to members of their component (the set

of reachable nodes, both directly and indirectly) (Freeman, 1977). Betweenness centrality

bestows larger centrality scores on nodes that lie on a larger proportion of shortest paths

linking pairs of other nodes (Anthonisse, 1971; Freeman, 1977). Eigenvector centrality can

indicate how important a node is by being large if a node has many neighbors, important

neighbors, or both (Bonacich, 1972). One limitation of eigenvector centrality in our context

is that it does not allow connection values to decay when industry distance increases, while

one should expect that the effect of complexity is smaller for more distant industries. A

modified version of eigenvector centrality, Katz-Bonacich (K-B, henceforth) centrality [e.g.,

Li, Rajgopal, and Venkatachalam (1953); Bonacich (1987); Bonacich and Lloyd (2001)] deals

with this limitation of the eigenvector centrality.

Because degree centrality is more straightforward to understand as it captures the first-

order effect of firm centrality on management’s information advantage relative to the markets,

we employ degree centrality as our primary measure in the main analysis. In the robustness

tests, we also use the strength, betweenness, eigenvector, and K-B centrality measures.8

8All of our network measures are calculated with the Stata package ”netsis” provided by Miura (2012).



15

C. Merging Firm Data with I-O Industry Network Data

To merge firms with I-O industry codes, we rely mainly on concordance tables between

NAICS (or SIC) and I-O codes provided by the Bureau of Economic Analysis (BEA). We

assume that I-O accounts follow the U.S. federal government’s fiscal year, which runs from

October 1st of the previous calendar year to September 30th. Note that we have I-O industry

classifications only in 1997, 2002, and 2007. Hence, for firm-month observations from October

1996 (2002) to September 2001 (2006) we use the I-O industry classification of 1997 (2002)

and for firm-months from October 2006 to December 2015 we use the I-O table of 2007.

Table I reports the summary statistics of I-O industries in each of the three supplier

networks. Panel A describes the centrality statistics of all industries. The mean degree

centrality of all I-O industries in 1997, 2002, and 2007 is 23.08, 24.5, and 24.1, respectively.

While the mean degree centrality varies little over time, the total number of I-O industries

decreased from 1997 to 2007, as industries became more intensely connected in the trade-flow

network. These supplier networks exhibit ”small-world” properties: across the 368 to 470

industries, depending on the year, a typical industry is only about two connections away

from any other industry, and the maximum shortest path between any two industries is only

three.

The centrality distribution is highly skewed with a few extremely central industries (i.e.,

hubs) in every supplier network. For example, in the 2002 supplier network the top two

central industries, Wholesale Trade and Management of Companies and Enterprises, have a

degree centrality of 372 and 367, respectively; all other industries’ degree values are lower

than 230. Tables II and III report the 15 most and least central industries in each of these

supplier networks according to degree centrality. The top three most central industries in

every network are Wholesale Trade, Management of Companies and Enterprises, and Truck
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Transportation. The least central industries are Religious Organizations and Schools.

About 89% of I-O industries have some public firms (with data available in CRSP/Compustat

merged database); they range from the most to the least central industries (Panel B, Table

I). On average, about 65% of I-O industries in our final sample have repurchase announce-

ments, and they have no significant difference in terms of industry-level centrality with other

industries (Panel C, Table I).

IV. Centrality and Post-Buyback Announcement

Long-Run Returns

Following the literature on the long-run anomaly of share repurchases [e.g., Ikenberry

et al. (1995) and Peyer and Vermaelen (2009)], we first apply the Ibbotson’s Returns across

Time and Securities (IRATS) procedure (1975). For each event month t we run cross-section

regressions of stock returns against the Fama-French factors. The intercept in the regression

measures the average abnormal excess return in event month t. We then accumulate these

excess returns over various time horizons (up to 48 months after the event). Table IV

shows the excess returns using the Fama and French (1993) three-factor model (Panel A)

and the Fama and French (2015) five-factor model (Panel B). The first columns show the

excess returns for all buyback events, which are statistically significantly positive over all

horizons with both models. The five-factor IRATS model adjusts for more risk factors and

thus generates lower excess returns than the three-factor model (15.68% vs. 20.32% after 48

months).
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A. Centrality and Long-Run Excess Returns

To examine the relation between centrality and long-run excess returns, we start with

a single-sort approach and split all buyback events into subgroups based on their central-

ity. Because the raw centrality values are from three different I-O networks, they are not

comparable over time. To make buyback events from different times comparable by central-

ity, we first create a cross-sectional centrality score ranging from 0 to 1, as the percentile

of the centrality of a firm across all firms in the CRSP universe in each calendar month.

This construction gives a mean Centrality Score of 0.52 for all CRSP firms over the sample

period (note that the mean is not exactly 0.5 as centrality measured is at a sector level).

Our sample of buyback announcements is made by less central firms as the mean Centrality

Score of buyback events is 0.46, significantly smaller than 0.52 (p < 0.01).

We rank all buyback events by Centrality Score and split them into five quintile groups:

Q1 indicates the least central group; Q2, Q3, and Q4 indicate increasing centrality; and Q5

indicates the most central group. Table IV and Figure 4 also report the long-run excess

returns (CAR) for each of these centrality subgroups. The results show that there is a U-

shaped relation between CAR and centrality, over all horizons, with the lowest CAR in Q4

and the highest CARs in Q1 and Q5. The U-shaped relation appears in both the three-factor

and the five-factor models but is more pronounced in the latter one. Specifically, with the

Fama-French five-factor model, after 48 months the CAR difference between the Q1 and Q4

quintiles is 28.54% (t = 7.58) and the CAR difference between Q5 and Q4 is 21.50% (t =

5.51). Note that the CAR in Q4 is never significantly different from zero at the 5% level,

regardless of the investment horizon. These results indicate that both of our hypothesized

effects may play a role: the information processing cost hypothesis is more pronounced for

the more central firms, and the information availability asymmetry hypothesis plays a more
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important role for the more peripheral firms.

One critique of the Ibbotson (1975) IRATS method is that the result may be time-specific

and the cumulative abnormal returns are dominated by periods when there is a large number

of events. So we also use the Calendar Time method: in each calendar month we form an

equally weighted portfolio of all firms that had announced a buyback in the previous t

months. We then run a time series regression of the portfolio returns against the factors.

The intercept of the regression is the average monthly excess return in the t months after

the event.

Table V reports the results from the three-factor and five-factor Calendar Time Abnormal

Returns (AR). Both models show to some extent a similar pattern for the relation between

post-event monthly excess returns and centrality. Although the AR for the Q5 sample is

always higher than the AR for the Q4 sample, the differences are never statistically significant

at the 5% level when we use the three-factor model. When we use the five-factor model the

difference becomes statistically significant at the 5% level. Nevertheless, as Figure 4 also

shows, there is a clear U-shaped relation between excess returns and centrality for both the

IRATS CAR and the Calendar Time method AR. Therefore, for simplicity in the remainder

of the paper we will focus on results from the five-factor Fama-French IRATS method.9

B. Centrality Versus Other Predictors of Long-Run Excess Returns

Could the observed U-shaped relation between long-run excess returns and centrality be

explained because centrality is a proxy for other firm characteristics that affect the benefit

of repurchasing undervalued stocks? Some examples of such firm characteristics can be

firm size, market-to-book ratio, and prior return [combined in an Undervaluation Index (U-

9Calendar Time AR results and three-factor Fama-French results are available upon request. Conclusions
are qualitatively similar.
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index) by Peyer and Vermaelen (2009)], plus analyst coverage, idiosyncratic volatility, and

total volatility combined with the U-index in an Enhanced Undervaluation index (EU-index)

by Evgeniou et al. (2016).

To check the power of alternative explanations, we perform double-sort tests and check

whether/how the U-shaped relation varies with these firm characteristics. Following the same

procedure to calculate the Centrality Score we also standardize the return volatility, (1−R2),

market beta, analyst coverage, market equity, prior 11-months returns, and book-to-market

ratio (BE/ME) using cross-sectional percentiles across all CRSP firms for each calendar

month as characteristic scores. By construction, the mean value across all CRSP firms in

each month is 0.5 for each of these scores. Table VI reports the average value of each firm

standardized characteristic for all buyback events and every centrality subgroup. Note that

all characteristics are, on average, significantly different from 0.5 (t-statistics not shown),

and note that the U- and EU- indices are not standardized between 0 and 1. For example,

in the universe of CRSP firms, buyback firms are less central as the average centrality score

is 0.46. On the other hand, with a score of 0.67 they are covered by relatively more analysts

than the average CRSP firm, as they also are relatively larger. They are less risky than

average when risk is measured by (idiosyncratic) risk or volatility and riskier when risk is

measured by market beta. The Q3 group has the lowest values for volatility, the U-index,

and the EU-index and contains relatively larger firms. Finally, idiosyncratic risk (1 − R2)

decreases with centrality as found by Ahern (2013).

While Table VI reveals no obvious U-shaped relation between centrality and any of the

company characteristics (except volatility, the U-index, and the EU-index), it may still be the

case that each of these characteristics can at least partially explain the relation between long-

run excess returns and centrality. For example, Peyer and Vermaelen (2009) suggest that the
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post-event excess returns are higher for smaller firms as they are followed by fewer analysts.

To test whether our results can be explained by size or analyst coverage we independently

double-sort firms by size (analyst coverage) and centrality: two size (analyst coverage) groups

and five centrality groups (2 × 5). Results from the five-factor IRATS method (Tables VII

and VIII) show that larger firms or higher-analyst-coverage firms experience lower excess

returns. Specifically, small (large) firms earn long-run excess returns after 48 months of

23.48% (8.05%), while firms with low (high) analyst coverage earn excess returns of 18.87%

(10.42%). More important, the U-shaped relation between IRATS CAR and centrality is

unconditional on the group splitting based on firm size or analyst coverage.

In each case the CAR of the Q4 sample is significantly smaller than the CAR in the Q1

and Q5 samples. Note that the Q4 sample (not the Q3 one, as in Table VI) is consistently

the sample with the lowest excess returns. This is especially striking for the larger-size and

higher-analyst-coverage samples where the firms in the Q4 quintile always earn negative

and significantly lower excess returns than the most central and peripheral firms, for all

horizons. The highly significant negative long-run excess returns of close to -12% after 48

months experienced by the high-analyst-coverage/large firms after buyback announcements

is, to our knowledge, unprecedented in the buyback literature.

We hypothesize that buybacks made by low centrality firms in Q1 are followed by large

excess returns because of the information advantage of firm managers. An alternative expla-

nation may be that the larger excess returns are a result of the higher idiosyncratic volatility

of these firms (see Table VI). Central firms are more connected in the economy and have

greater exposure to systematic risk, so the explanatory power of the standard risk factors

is expected to be higher for central firms, i.e., the idiosyncratic volatility (1 − R2) is lower

for central firms than for peripheral ones (Ahern, 2013). Moreover, Evgeniou et al. (2016)
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find that long-run excess returns after buyback announcements are positively correlated with

idiosyncratic volatility. To test for the relevance of idiosyncratic volatility, we double-sort

firms as above by idiosyncratic volatility and centrality (2 × 5). Our results (Table IX) show

that the U-shaped relation between IRATS CAR and centrality exists for both high- and

low-idiosyncratic firms: repurchase announcements by firms in the Q4 group are followed

by the lowest (and not statistically significant) long-run excess returns. So while it is true

that high idiosyncratic volatility is associated with larger long-run excess returns, it cannot

explain why peripheral firms with low idiosyncratic risk are doing so well relative to more

central firms.

Table VI suggests that there is to some extent a U-shaped relation between volatility

and centrality with the lowest mean volatility in Q3. Evgeniou et al. (2016) find that high-

volatility firms experience greater post-buyback excess returns because the value of the option

to take advantage of an undervalued stock price is positively correlated with the volatility

of the underlying firm (Ikenberry and Vermaelen, 1996). So perhaps a third alternative

explanation is that the U-shaped relation between IRATS CAR and centrality is driven by

firm volatility. The results from double-sorting (volatility × centrality) in Table X show

that low-volatility firms indeed experience very small CAR (4.37% over 48 event months)

compared to high-volatility firms (27.57% over 48 months). However, the U-shaped relation

between CAR and centrality holds for both high- and low-volatility firms. These findings

indicate that firm volatility may not be the only driver of the higher post-buyback excess

returns of the high and low central firms.

Finally, the high CAR of the most and least central firms may be driven by the U-shaped

relation between the undervaluation index (U-index in Peyer and Vermaelen (2009)) or the

EU-index (Evgeniou et al., 2016) and centrality, as shown in Table VI. The results from
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the double-sorting method (U-index × centrality and EU-index × centrality) in Tables XI

and XII show that the U-shaped relation between CAR and centrality shows up in all cases,

although less clearly in the high-U-index and high-EU-index groups. For high U-index firms,

CAR appears higher in Q2 than in Q1 (44.81% vs 35.09%) while the lowest CAR is in Q3

(14.26%). Similarly for the high EU-index firms the highest CAR appears in the Q2 group

(47.31%). Nevertheless, as in our basic results, the U-shaped relation between centrality and

excess returns still exists regardless of whether the firm has a high or low U- or EU-index. We

can therefore conclude that the U-index and EU-index cannot explain the CAR-centrality

U-shaped relation. Moreover, as centrality provides additional explanatory power for the

IRATS CAR on top of the EU-index, it seems that the predictive capacity of the EU-index

can be further improved by adding the centrality dimension, as we discuss below.

Summarizing, we find a U-shaped relation between excess returns and centrality with the

IRATS method. Specifically, firms in centrality quintile Q4, the second most central group,

tend to have significantly lower long-run excess returns after buyback announcements than

firms in centrality quintiles Q1 and Q5. Double-sorting firms by centrality and size, analyst

coverage, (1−R2), or volatility does not affect this U-shaped relation. These results partially

solve the concern that the centrality effect is simply a proxy for other factors associated with

long-run excess returns. While the same U-shaped relation shows up in low-U-index or low-

EU-index firms, the pattern changes somewhat in high-U-index or high-EU-index firms as

buybacks by firms in Q1 are followed by higher long-run excess returns in Q2.
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V. Cross-Sectional Analysis of Long-Run Excess

Returns

To test whether centrality has explanation power for excess returns in addition to known

factors, we also run regressions of long-run monthly excess returns on centrality (and a cen-

trality squared term (Lind and Mehlum, 2010)) and a number of control variables. Following

Brennan, Chordia, and Subrahmanyam (1998), we first estimate factor loadings βjk,τ for each

event j, risk factor k, and event month τ using data from the 60 months prior to the event

month τ (requiring that there are at least 24 return observations during those 60 months).

The risk factors used in our study are the Fama and French (2015) five factors (RM − RF ,

SMB, HML, RMW, and CMA). Factor loadings βjk,τ are obtained from the following time

series regression:

Rjt −RFt = ajτ + bjτ (RMt −RFt) + sjτSMBt + hjτHMLt + rjτRMWt + cjτCMAt + ejt =

ajτ +
5∑

k=1

βjk,τFkt + ejt, (1)

where Fkt indicates the kth risk factor in month t, and t ranges over the 60 months before

the event month τ for which returns are available.

Next, for each stock j in event month τ , we calculate the estimated risk-adjusted return

∆Rjτ using the estimated βjk,τ factor loadings:

∆Rjτ = (Rjτ −RFτ )− [bjτ (RMτ −RFτ ) + sjτSMBτ +hjτHMLτ + rjτRMWτ + cjτCMAτ ] =

(Rjτ −RFτ )−
5∑

k=1

βjk,τFkτ (2)
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Then for all event stocks in each post-event month τ (from the 1st to the 48th month

following the buyback announcement), we run the following cross-section regression:

∆Rjτ = c0τ +
M∑
m=1

cmτZmj + YearDummies+ εjτ , (3)

where Zmj are the mth characteristic of stock j in the month prior to the buyback announce-

ment, such as centrality, total volatility, (1−R2), analyst coverage, U-index, etc.

Finally, we compute the average of the monthly regression coefficient estimates cmτ over

the event months 3 through 48, Cn
m for n in 3 to 48. We calculate standard errors of the

aggregated coefficients using the standard Fama-MacBeth approach (Fama and Macbeth,

1973): the t-statistics for testing the hypothesis that Cn
m = 0 are:

t(Cn
m) = (Cn

m)/(s(Cn
m)/
√
n) (4)

where n is the number of post-event months to calculate Cn
m and s(Cn

m) is the standard

deviation of the monthly estimates, cmτ for τ in 1 to n. We do this for four different time

horizons n: 1 to 12 months, 1 to 24 months, 1 to 36 months, and 1 to 48 months.

In Table XIII we regress long-run monthly excess returns on individual standardized firm

characteristics. The significance of the characteristics depends on the investment horizon.

For the 36- and 48-month horizons (long-run), we find results that are largely consistent with

past research: small firms, value stocks, firms with a high EU-index, volatility, and (1−R2)

experience larger long-run excess returns. However, besides the EU-index and volatility,

centrality and centrality squared are the only variables that are statistically significant over

all investment horizons. These results support the hypothesis that centrality is a significant
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determinant of long-run excess returns and the relation is indeed U-shaped.10

In Tables XIV and XV we run multivariate cross-sectional regressions. In Table XIV

we use the U-index as an independent variable, together with other variables that are not

components of this index.11 In Table XV we replace the U-index with its components (size,

market to book, and prior return). The message from both tables is similar: we find that

the relation between post-event long-run excess returns (36- and 48-month horizons) and

centrality is still U-shaped. The coefficients in the 48-month horizon regression indicate that

the average monthly excess return reaches the lowest level when the de-meaned Centrality

Score is 0.10 and the original Centrality Score is about 0.56. This corresponds to the 61st

percentile across centrality scores, which is in subgroup Q4 and consistent with the single

and double-sort results above. From the control variables, only volatility is significantly

positively correlated with long-run excess returns over all horizons. The results indicate

that centrality and volatility have more robust effects on long-run excess returns than other

undervaluation proxies.

Peyer and Vermaelen (2009) find that open market repurchases are a response to a

market overreaction to bad news, such as significant analyst downgrades. While, consistent

with the literature, we find significant negative excess returns in the six months prior to

the buyback announcement, for firms in all centrality groups, we also test whether indeed it

makes a difference whether analysts were (at least partially) responsible for the stock price

decline. Table XVI shows regression coefficients on the centrality squared term for buyback

announcements following analyst downgrades (Panel A) and upgrades (Panel B) in the month

prior to the repurchase announcement. The relation between excess returns and centrality

10To avoid co-linearity between the linear and square terms for centrality, we subtract from every centrality
score the mean score in each event month, generate a squared term of the de-mean centrality score, and then
use these in the cross-section regressions.

11We do not use the EU-index of Evgeniou et al. (2016) as we include volatility and (1−R2).
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is almost flat for downgraded firms and has a significant U shape for upgraded firms at the

10% level. Note that we do not have many events that were downgraded (1,983 events) or

upgraded (1,792 events) before the repurchase announcement, which may partly explain the

lack of significance of the results. This indicates that while the management of all firms can

take advantage of clear misvaluation caused by analyst mistakes, the management of central

and peripheral firms have an information advantage even when analysts are optimistic. Such

information advantage may be due to the markets’ slow reaction to good news (including

the news that may have led to the analyst upgrade).

A. Combining Centrality With Other Return Predictors: The Central EU-

Index

Based on the results so far, we extend the EU-index of Evgeniou et al. (2016) by adding

to it the centrality dimension. Because the CAR-centrality relation is U-shaped, we assign a

score of 0 to the second most central quintile group (Q4) where CAR tends to be the lowest,

a score of 1 to the middle groups (Q2 and Q3), and a score of 2 to the least and most central

quintile groups (Q1 and Q5). Then we add these centrality scores to the EU-index to get

a central EU-index (CEU-index). The CEU-index ranges from 0 to 8 and has a symmetric

distribution with a mean of 4.25 (Figure 5). There are very few buyback events with a

CEU-index of 8, which means that few firms with an EU-index of 6 have a centrality score

of 2. This is again evidence that centrality is different from known factors that predict the

success of market timing after buyback announcements.

The excess returns of every CEU-index score are reported in Table XVII and Figure

6. The results show a monotonically increasing relation between CAR and the CEU-index:

firms with a CEU-index of 0 have the lowest CAR of -21.88% and those with a CEU-index
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of 8 have the highest CAR of 87.32%, over 48 months after their buyback announcement.

In unreported tables, we also find a similar pattern between Calendar Time monthly excess

returns and the CEU-index.

VI. Robustness Tests and the Effects of Supply-Chain

Analysts

A. Robustness Tests

We next test the effect of centrality on post-buyback excess returns using other central-

ity measures. First, we consider the strength centrality (Barrat et al., 2004). While degree

centrality gives equal weight to all direct links, strength centrality puts more weight on in-

dustries with stronger links with the focal industry. Thus, it can be considered as a proxy

for a ”weighted” complexity of a firm’s supplier-customer portfolio. Second, we consider

two global centrality measures: eigenvector centrality (Bonacich, 1972) and K-B centrality

(Li et al., 1953; Bonacich, 1987; Bonacich and Lloyd, 2001). These two measures account

for the centrality of linked industries and thus capture the second order complexity of a

firm’s portfolio, which comes from the inter-industry trade relations between trade partners

and the complexity of trade partners. If our theory is correct - that is, the management’s

information advantage relative to outsiders increases with centrality due to information pro-

cessing complexity and decreases with centrality due to information availability difference -

then we predict a U-shaped relation between post-buyback excess returns and each of our

three centrality measures. Table XVIII shows evidence that the U-shaped relation is robust

with respect to different centrality measures. Indeed, in all cases the coefficient on centrality
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squared is significantly positive for the (long-run) 36- and 48-month horizons.

Finally, we consider the betweenness centrality (Anthonisse, 1971; Freeman, 1977), which

measures an industry’s role as a broker in the economy. In theory, betweenness centrality

shows a node’s importance in the network along a different dimension than degree centrality

and the other three measures above. But in the I-O supplier network, betweenness cen-

trality and degree centrality are highly correlated (with a correlation coefficient of 0.88), so

important industries in the U.S. product network happen to be both ”brokers” (measured by

betweenness centrality) and ”resource aggregators” (measured by degree centrality). Given

this network structure, we expect a similar U-shaped relation between post-buyback excess

returns and betweenness centrality. Table XVIII shows that the U-shaped relation is indeed

significant for the long-run horizons.

B. Supply-Chain Analysts and the U-shaped Relation

We further test how centrality affects post-buyback-announcement excess returns through

the channels of information processing complexity and information availability. If central

firms are difficult to understand because limited-attention investors can follow only some

of their trade partners, then we need to identify which central firms’ stock prices incorpo-

rate more information from trade partners. Analysts’ reports are an important information

channel for the market. If analysts follow the central firm as well as its direct trade partners

(supply-chain analysts), then it is more likely that stock prices of the central firms respond

faster to the news about their trade partners. In this case we expect the information ad-

vantage of the management (relative to the market) to be smaller, everything else being

equal. The same prediction applies to peripheral firms. If peripheral firms are difficult to

understand because there are fewer sources of information from economic links, then more
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supply-chain analysts will reduce the information advantage of the management.

We compute the proportion of supply-chain analysts following firm i in month t by first

counting the number of analysts covering both firm i and firms in directly connected I-O

industries and then dividing this number by the total number of analysts following the firm.

The results from double-sorting support our hypotheses: the U-shaped relation between

CAR and centrality is flatter for firms covered by more supply-chain analysts than other

firms (Table XIX).

Some of our centrality measures are global measures (e.g., eigenvector centrality), and

they account for the effect of shocks from both directly and indirectly connected firms on the

focal firm’s stock price. Because analysts can draw information from any firms in the product

network (Yue, 2016), analysts covering more than one industry (i.e., generalists) may help

incorporate information from other industries into the focal firm. The more generalists a firm

has, the more information from other industries its stock price may incorporate. Following

the same logic as for supply-chain analysts, we expect that firms covered by more generalists

would experience a flatter U-shaped relation between CAR and centrality than those covered

by fewer generalists. The double-sorting results shown in Table XX confirm this.

Interestingly, for firms covered by fewer generalists (supply-chain analysts), firms in the

Q4 centrality group experience significantly negative CAR over all horizons. The 48-month

CAR is -14.72% (-9.69%) with a t-stat of -2.96 (-2.58) for firms with fewer generalists (supply-

chain analysts). We also observed significantly negative CAR in Q4 for larger firms (Table

VII) and firms followed by more analysts (Table VIII). It is rare to observe in the literature

negative long-run excess returns after buyback announcements, so these findings are strong

indicators that centrality is an important predictor of the potential success of market timing

after buyback announcements.
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VII. Conclusion

We study the relation between firm centrality in the product network and managers’

market timing ability in the context of open-market share repurchases in the U.S. from Oc-

tober 1996 through December 2015. We find a U-shaped relation between long-run abnormal

returns and firm centrality in the Input-Output (I-O) trade flow networks. To explain this

phenomenon, we argue that in firms with high centrality managers may have an information

advantage over market participants due to the large information processing costs outsiders

face if they want to use information from the linked firms. Due to investors’ limited-attention

constraints, the information processing costs increase with firm centrality. On the other

hand, peripheral firms have fewer sources of information from trade partners. This lack of

information availability for outsiders also gives managers an information advantage in very

low centrality peripheral firms. Managers are able to use this information advantage by

repurchasing shares of peripheral and high centrality firms below fair value.

Using double-sorting and cross-sectional regression methods, we can reject the alternative

explanations that the U-shaped relation between centrality and post-buyback-announcement

returns is driven by characteristics that have been shown in the literature to predict long-

run excess returns. Specifically, we test whether centrality and the U shape survive after

controlling for analyst coverage, volatility, idiosyncratic risk, and other measures proposed

in the literature to measure the likelihood of undervaluation, such as the U-index (Peyer

and Vermaelen, 2009) and the EU-index (Evgeniou et al., 2016). Moreover, we show that

stock prices of firms followed by more supply-chain analysts or generalists incorporate more

information from trade partners, and thus the effect of centrality on long-run post-buyback

excess returns is smaller. So centrality seems to be an independent firm characteristic that

can improve the predictability of long-term excess returns after buyback announcements.
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Specifically, when combining centrality with other characteristics in a CEU-index we find

that an investor who invests in the firms in the top CEU-index group would have earned an

average of 87.32% excess return in the four years after the buyback announcement.

Interestingly, we find that some buyback authorization announcements are followed by

economically and statistically significant negative excess returns. For example, large firms

covered by more analysts in the second most central quintile (Q4) experience negative ab-

normal returns of -12% after four years. As it is rare to find negative long-run excess returns

after buyback announcements in the literature, this further supports our hypothesis that

centrality is an important predictor of the potential success of market timing after buyback

announcements.
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Table I

Summary Statistics of I-O Industry Centrality in the Supplier Networks.

Supplier networks are constructed with the Input-Output tables at the detailed level from the U.S. BEA in 1997, 2002, and 2007. Eigenvector centrality
and K-B centrality are calculated using the symmetric supplier network of all industry pairs. Degree centrality, strength centrality, betweenness centrality,

average shorted path, and maximum shorted path are all measured using the substantial connections in each I-O network. A substantial connection is
defined as a connection where one industry supplies at least 1% of the total inputs of the connected industry. Panel A reports summary statistics of all

industries in each I-O network; Panel B reports summary statistics of I-O industries with observations in the CRSP/Compustat
Merged database. Panel C reports summary statistics of I-O industries in the final sample of buyback announcements (satisfying all filters stated in the text).

I-O Supplier Network 1997 I-O Supplier Network 2002 I-O Supplier Network 2007

Panel A: All I-O Industries in the Network

mean median min max sd N mean median min max sd N mean median min max sd N
Degree 23.08 16 2 443 34.45 470 24.5 17 5 372 32.83 410 24.1 18 4 338 29.41 368
Strength 0.00 0.00 0.00 0.06 0.00 470 0.00 0.00 0.00 0.05 0.00 410 0.00 0.00 0.00 0.05 0.00 368
K-B 3.76 3.28 0 29.77 2.03 470 4.62 4.01 0 40.14 2.71 410 4.61 3.80 0 32.39 3.02 368
Eigenvector 0.04 0.03 0.01 0.42 0.03 470 0.04 0.04 0.01 0.39 0.03 410 0.04 0.04 0.01 0.38 0.03 368
Betweenness 0.00 0.00 0 0.32 0.02 470 0.00 0.00 0 0.26 0.02 410 0.00 0.00 0 0.30 0.02 368
Avg. shortest path 1.97 1.97 1.05 2.65 0.10 470 1.95 1.96 1.09 2.36 0.09 410 1.96 1.96 1.08 2.57 0.12 368
Max shortest path 3 470 3 410 3 368

Panel B: I-O Industries with Observations in CRSP/Compustat Merged

mean median min max sd N mean median min max sd N mean median min max sd N
Degree 23.13 16 2 443 30.99 420 24.47 17 5 372 29.62 363 23.98 18 4 338 26.28 331
Strength 0.00 0.00 0.00 0.06 0.00 420 0.00 0.00 0.00 0.05 0.00 363 0.00 0.00 0.00 0.05 0.00 331
K-B 3.75 3.28 0 14.85 1.71 420 4.65 4.02 2.08 40.14 2.82 363 4.58 3.79 0 32.39 2.89 331
Eigenvector 0.04 0.03 0.01 0.42 0.03 420 0.04 0.04 0.01 0.35 0.03 363 0.04 0.04 0.01 0.38 0.03 331
Betweenness 0.00 0.00 0 0.32 0.02 420 0.00 0.00 0 0.26 0.01 363 0.00 0.00 0 0.30 0.02 331

Panel C: I-O Industries with Buyback Events in the Final Sample

mean median min max sd N mean median min max sd N mean median min max sd N
Degree 24.06 17 2 294 26.20 307 27.13 17 5 372 34.11 231 23.91 18 4 215 21.04 270
Strength 0.00 0.00 0.00 0.02 0.00 307 0.00 0.00 0.00 0.05 0.00 231 0.00 0.00 0.00 0.02 0.00 270
K-B 3.86 3.28 1.79 14.85 1.91 307 4.78 3.99 2.08 40.14 3.29 231 4.64 3.79 1.91 32.39 3.07 270
Eigenvector 0.04 0.03 0.01 0.16 0.02 307 0.04 0.04 0.01 0.35 0.03 231 0.04 0.04 0.01 0.27 0.03 270
Betweenness 0.00 0.00 0 0.10 0.01 307 0.00 0.00 0 0.26 0.02 231 0.00 0.00 0 0.09 0.01 270
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Table II
Most Central Industries in I-O Supplier Networks.

The top 15 most central industries in every Input-Output supplier network. Supplier networks are constructed with the
Input-Output tables at the detailed level from the U.S. BEA in 1997, 2002, and 2007. All I-O detailed industries are ranked
primarily by degree centrality. Degree centrality is an industry’s number of inter-industry connections measured using the
substantial connections in the U.S. BEA Input-Output Supplier Network at the detailed level. A substantial connection is

defined as one where an industry supplies at least 1% of the total inputs of the connected industry.

I-O Supplier Network 1997

Rank Degree I-O Industry Name
1 443 Wholesale trade
2 408 Management of companies and enterprises
3 294 Truck transportation
4 181 Power generation and supply
5 147 Real estate
6 140 Iron and steel mills
7 135 Paperboard container manufacturing
8 108 Plastics plumbing fixtures and all other plastics products
9 99 Monetary authorities and depository credit intermediation
10 84 Lessors of nonfinancial intangible assets
11 80 Other basic organic chemical manufacturing
12 78 Scientific research and development services
13 76 Plastics packaging materials, film and sheet
14 75 Telecommunications
15 73 Petroleum refineries

I-O Supplier Network 2002

Rank Degree I-O Industry Name
1 372 Wholesale trade
2 367 Management of companies and enterprises
3 226 Truck transportation
4 204 Real estate
5 178 Electric power generation, transmission, and distribution
6 130 Monetary authorities and depository credit intermediation
7 101 Iron and steel mills and ferroalloy manufacturing
8 100 Lessors of non-financial intangible assets
9 99 Other plastics product manufacturing
10 96 Paperboard container manufacturing
11 86 Telecommunications
12 82 Employment services
13 80 Semiconductor and related device manufacturing
14 74 Scientific research and development services
15 73 Plastics packaging materials & unlaminated film & sheet manuf.

I-O Supplier Network 2007

Rank Degree I-O Industry Name
1 338 Wholesale trade
2 314 Management of companies and enterprises
3 215 Truck transportation
4 115 Real estate
5 112 Iron and steel mills and ferroalloy manufacturing
6 92 Electric power generation, transmission, and distribution
7 92 Monetary authorities and depository credit intermediation
8 80 Petroleum refineries
9 79 Paperboard container manufacturing
10 78 Lessors of non-financial intangible assets
11 78 Architectural, engineering, and related services
12 78 Insurance carriers
13 75 Other plastics product manufacturing
14 74 Turned product and screw, nut, and bolt manufacturing
15 74 Legal services
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Table III
Least Central Industries in I-O Supplier Networks.

The bottom 15 least central industries in every Input-Output supplier network. Supplier networks are constructed with the
Input-Output tables at the detailed level from the U.S. BEA in 1997, 2002, and 2007. All I-O detailed industries are ranked
primarily by degree centrality. Degree centrality is an industry’s number of inter-industry connections measured using the
substantial connections in the U.S. BEA Input-Output Supplier Network at the detailed level. A substantial connection is

defined as one where an industry supplies at least 1% of the total inputs of the connected industry.

I-O Supplier Network 1997

Rank Degree I-O Industry Name
456 8 Insurance agencies, brokerages, and related
457 8 Offices of physicians, dentists, & other health practitioners
458 7 Stationery and related product manufacturing
459 7 Envelope manufacturing
460 7 Vitreous china and earthenware articles manufacturing
461 7 Funds, trusts, and other financial vehicles
462 7 Home health care services
463 7 Spectator sports
464 6 Hunting and trapping
465 6 Investigation and security services
466 5 Nursing and residential care facilities
467 5 Facilities support services
468 3 Colleges, universities, and junior colleges
469 2 Elementary and secondary schools
470 2 Religious organizations

I-O Supplier Network 2002

Rank Degree I-O Industry Name
396 9 Dental laboratories
397 9 Hospitals
398 9 Junior colleges, colleges, universities, and professional schools
399 9 Spectator sports
400 9 Religious organizations
401 8 Video tape and disc rental
402 8 Biological product (except diagnostic) manufacturing
403 8 Industrial process furnace and oven manufacturing
404 8 Support activities for printing
405 8 Museums, historical sites, zoos, and parks
406 7 Leather and hide tanning and finishing
407 7 Home health care services
408 6 Other amusement and recreation industries
409 5 Propulsion units and parts for space vehicles & guided missiles
410 5 Elementary and secondary schools

I-O Supplier Network 2007

Rank Degree I-O Industry Name
354 7 Commercial and industrial machinery and equipment repair and maintenance
355 7 Guided missile and space vehicle manufacturing
356 7 Spectator sports
357 7 Grantmaking, giving, and social advocacy organizations
358 6 Death care services
359 6 Custom computer programming services
360 6 Propulsion units & parts for space vehicles and guided missiles
361 6 Office administrative services
362 5 Funds, trusts, and other financial vehicles
363 5 Investigation and security services
364 5 Individual and family services
365 5 Residential mental retardation, mental health, substance abuse and other facilities
366 5 Elementary and secondary schools
367 5 Civic, social, professional, and similar organizations
368 4 Junior colleges, colleges, universities, and professional schools
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Table IV

Firm Centrality and IRATS Cumulative Abnormal Returns (CAR) after Repurchase
Announcements

The table presents the long-run IRATS Cumulative Abnormal Returns (CAR) for firms repurchase announcements using the three-factor (Panel A) and
five-factor (Panel B) Fama-French models. The tables report monthly cumulative average abnormal returns (CAR) in percent using the Ibbotson (1975)
returns across time and security (IRATS) method for the sample of firms that announced an open market share repurchase plus various subsamples. The
following regression is run each event month j for the five-factor model:

(Ri,t −Rf,t) = aj + bj(Rm,t −Rf,t) + cjSMBt + djHMlt + etRMW t + ftCMAt + εi,t,

where Ri,t is the monthly return on security i in the calendar month t that corresponds to the event month j, with j = 0 being the month of the repurchase
announcement. Rf,t and Rm,t are the risk-free rate and the return on the equally weighted CRSP index, respectively. SMBt, HMlt, RMW t, and CMAt are
the monthly returns on the size, book-to-market factor, profitability factor and investment factor in month t, respectively. The three-factor model does not
use factors RMW t and CMAt. The numbers reported are sums of the intercepts of cross-sectional regressions over the relevant event-time-periods expressed
in percentage terms. The standard error (denominator of the t-statistic) for a window is the square root of the sum of the squares of the monthly standard
errors. The significance levels are indicated by +, *, and ** and correspond to a significance level of 10%, 5%, and 1% respectively, using a two-tailed test.

Panel A: 3-Factor IRATS Cumulative Abnormal Returns

All Q1 (Low) CAR Q2 CAR Q3 CAR Q4 CAR Q5 (High) CAR Q1-Q4 Q5-Q4

CAR t-stat CAR t-stat CAR t-stat CAR t-stat CAR t-stat CAR t-stat CAR t-stat CAR t-stat

-6 -5.95** -18.25 -6** -8.31 -5.51** -7.17 -6.61** -9.16 -5.95** -8.45 -5.79** -7.9 -0.06 -0.06 0.16 0.16
+12 4.09** 7.97 8.45** 7.41 3.94** 3.43 0.76 0.7 1.24 1.15 5.51** 4.31 7.21** 4.6 4.27** 2.56
+24 10.07** 12.9 16.82** 9.91 10.99** 5.91 7.96** 4.82 1.53 0.96 12.58** 6.63 15.28** 6.55 11.05** 4.45
+36 16.35** 16.57 25.94** 12.12 16.95** 7.18 13.24** 6.41 5.55** 2.65 20.44** 8.75 20.39** 6.8 14.89** 4.74
+48 20.32** 17.52 31.1** 12.31 22.24** 7.98 16.61** 6.9 8.71** 3.45 23.87** 8.85 22.39** 6.27 15.16** 4.1
Observations 8401 1684 1682 1678 1677 1680 - -

Panel B: 5-Factor IRATS Cumulative Abnormal Returns

All Q1 (Low) CAR Q2 CAR Q3 CAR Q4 CAR Q5 (High) CAR Q1-Q4 Q5-Q4

CAR t-stat CAR t-stat CAR t-stat CAR t-stat CAR t-stat CAR t-stat CAR t-stat CAR t-stat

-6 -6.11** -18.24 -6.02** -8.02 -5.89** -7.55 -6.16** -8.26 -6.71** -9.29 -5.74** -7.65 0.7 0.67 0.98 0.94
+12 3.1** 5.81 7.42** 6.19 2.63* 2.22 1.13 0.99 -0.24 -0.22 4.58** 3.45 7.66** 4.68 4.82** 2.78
+24 7.91** 9.69 15.62** 8.76 10.37** 5.37 6.53** 3.74 -2.83+ -1.71 10.52** 5.29 18.45** 7.58 13.35** 5.16
+36 12.9** 12.42 23.76** 10.54 17.97** 7.23 8.14** 3.71 -1.19 -0.54 17.31** 7.02 24.95** 7.95 18.5** 5.61
+48 15.68** 12.76 27.68** 10.36 22.37** 7.55 10.01** 3.89 -0.87 -0.33 20.63** 7.21 28.54** 7.58 21.5** 5.51
Observations 8401 1684 1682 1678 1677 1680 - -
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Table V

Calendar Time Monthly Abnormal Returns (AR) after Repurchase Announcements

The table presents the Calendar Time monthly Abnormal Returns (AR) for firms repurchase announcements using the three-factor (Panel A) and five-factor
(Panel B) Fama-French models. In this method, event firms that have announced an open market buyback in the last calendar months form the basis of the
calendar month portfolio. A single time-series regression is run with the excess returns of the calendar portfolio as the dependent variable and the returns
of factors used as the independent variables. The following regression is used for the five-factor model:

(Rt −Rf,t) = aj + bj(Rm,t −Rf,t) + cjSMBt + djHMlt + etRMW t + ftCMAt + εi,t,

where Rt is the monthly return on the constructed portfolio in the calendar month t. Rf,t and Rm,t are the risk-free rate and the return on the equally
weighted CRSP index, respectively. SMBt, HMlt, RMW t, and CMAt are the monthly returns on the size, book-to-market factor, profitability factor and
investment factor in month t, respectively. The three-factor model does not use factors RMW t and CMAt. The significance levels are indicated by +, *,
and ** and correspond to a significance level of 10%, 5%, and 1% respectively, using a two-tailed test.

Panel B: 3-Factor Calendar Time Method Monthly Abnormal Returns

All Q1 (Low) CAL Q2 CAL Q3 CAL Q4 CAL Q5 (High) CAL Q1-Q4 Q5-Q4

AR t-stat AR t-stat AR t-stat AR t-stat AR t-stat AR t-stat AR t-stat AR t-stat

-6 -0.77** -6.09 -0.86** -5.03 -0.81** -3.96 -0.72** -3.78 -0.76** -4.04 -0.54** -2.93 -0.1 -0.4 0.22 0.82
+12 0.34** 2.86 0.68** 4.72 0.4** 2.71 0.16 0.9 0.15 0.92 0.36* 2.24 0.53** 2.47 0.21 0.94
+24 0.38** 3.48 0.65** 5.1 0.41** 3.27 0.39** 2.52 0.13 0.91 0.42** 2.76 0.52** 2.76 0.29+ 1.42
+36 0.38** 3.63 0.66** 5.39 0.41** 3.35 0.31* 2.34 0.13 0.96 0.44** 2.93 0.53** 2.95 0.31+ 1.55
+48 0.34** 3.31 0.61** 5.1 0.39** 3.13 0.25* 2.02 0.11 0.87 0.39** 2.63 0.5** 2.78 0.28+ 1.38
Observations 8401 1684 1682 1678 1677 1680 - -

Panel B: 5-Factor Calendar Time Method Monthly Abnormal Returns

All Q1 (Low) CAL Q2 CAL Q3 CAL Q4 CAL Q5 (High) CAL Q1-Q4 Q5-Q4

AR t-stat AR t-stat AR t-stat AR t-stat AR t-stat AR t-stat AR t-stat AR t-stat

-6 -0.82** -6.46 -0.87** -4.93 -0.87** -4.08 -0.7** -3.7 -0.96** -5.09 -0.61** -3.21 0.09 0.37 0.35+ 1.34
+12 0.28* 2.26 0.62** 4.14 0.28+ 1.88 0.19 1.14 0.01 0.03 0.31+ 1.87 0.61** 2.75 0.3+ 1.31
+24 0.3** 2.65 0.61** 4.56 0.36** 2.77 0.34* 2.12 -0.07 -0.48 0.37* 2.31 0.68** 3.49 0.44* 2.05
+36 0.29** 2.72 0.6** 4.7 0.39** 2.98 0.19 1.44 -0.04 -0.32 0.38* 2.43 0.64** 3.5 0.42* 2.06
+48 0.25* 2.42 0.54** 4.38 0.36** 2.79 0.13 1.04 -0.04 -0.3 0.34* 2.19 0.58** 3.22 0.38* 1.86
Observations 8401 1684 1682 1678 1677 1680 - -
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Table VI

Relation between Firm Characteristics and Centrality.

Average values of firm characteristics in the final sample of buyback events (first row) and the p-value for their difference from 0.5 (second row), as well
as the average values in each centrality quintile group (3rd-7th rows) and comparisons across centrality sub-groups (last two rows). All buyback events
are ranked by Degree Centrality Score and then assigned into one of five quintile groups: Q1 indicates the least central group; Q2, Q3, and Q4 indicate
increasing centrality; and Q5 indicates the most central group. Degree centrality is an industry’s number of inter-industry connections and is measured using
the substantial connections in the U.S. BEA Input-Output Supplier Network at the detailed level. A substantial connection is defined as a connection where
one industry supplies at least 1% of the total inputs of the connected industry. All variables, except U-index and EU-index, are standardized scores ranging
from 0 to 1, and the scores are calculated across all firms in the CRSP universe in the same calendar month.

Centrality Volatility (1-R2) Market Beta Analyst Cov. Market Cap. Prior Returns BE/ME U-index EU-index
All 0.46 0.37 0.35 0.59 0.67 0.7 0.41 0.45 8.2 3.05
p-value diff. 0.5 0 0 0 0 0 0 0 0 - -
Centrality: 1 0.1 0.38 0.41 0.55 0.67 0.68 0.41 0.41 8.17 3.19
Centrality: 2 0.31 0.38 0.36 0.58 0.64 0.69 0.41 0.43 8.2 3.09
Centrality: 3 0.47 0.34 0.33 0.59 0.69 0.74 0.42 0.43 7.92 2.86
Centrality: 4 0.62 0.37 0.34 0.6 0.66 0.7 0.42 0.46 8.25 3.07
Centrality: 5 0.79 0.37 0.32 0.6 0.68 0.71 0.41 0.51 8.45 3.03
Q1-Q4 p-value 0 0.46 0 0 0.26 0.01 0.47 0 0.33 4.9e-03
Q5-Q4 p-value 0 0.42 0.06 0.63 1.6e-03 0.05 0.94 0 0.03 0.36
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Table VII

IRATS Cumulative Abnormal Returns after Double-sorting: Small versus large Firms

The tables present the long-run IRATS Cumulative Abnormal Returns (CAR) for subsets of firms’ repurchase announcements using the five factor Fama-
French model. The tables report monthly cumulative average abnormal returns (CAR) in percent using the Ibbotson (1975) returns across time and security
(IRATS) method for the sample of firms that announced an open market share repurchase plus various subsamples. The following regression is run each
event month j for the five-factor model:

(Ri,t −Rf,t) = aj + bj(Rm,t −Rf,t) + cjSMBt + djHMlt + etRMW t + ftCMAt + εi,t,

where Ri,t is the monthly return on security i in the calendar month t that corresponds to the event month j, with j = 0 being the month of the repurchase
announcement. Rf,t and Rm,t are the risk-free rate and the return on the equally weighted CRSP index, respectively. SMBt, HMlt, RMW t, and CMAt are
the monthly returns on the size, book-to-market factor, profitability factor and investment factor in month t, respectively. The standard error (denominator
of the t-statistic) for a window is the square root of the sum of the squares of the monthly standard errors. Panel A reports the results for firms whose
Market Capitalization (cross-sectional) score is below the median score of all events. Panel B reports the results for firms whose Market Capitalization
(cross-sectional) score is above the median score of all events. The significance levels are indicated by +, *, and ** and correspond to a significance level of
10%, 5%, and 1% respectively, using a two-tailed test.

Panel A: 5-Factor IRATS Cumulative Abnormal Returns: Small (below median)

All Q1 (Low) CAR Q2 CAR Q3 CAR Q4 CAR Q5 (High) CAR Q1-Q4 Q5-Q4

CAR t-stat CAR t-stat CAR t-stat CAR t-stat CAR t-stat CAR t-stat CAR t-stat CAR t-stat

-6 -9.89** -18.2 -10.73** -9.29 -7.69** -6.13 -10.42** -7.86 -11.25** -9.98 -9.21** -7.43 0.52 0.32 2.04 1.21
+12 4.71** 5.33 10.04** 5.47 1.8 0.95 1.42 0.69 2.61 1.45 7.13** 3.04 7.43** 2.9 4.52+ 1.53
+24 12.25** 8.91 19.45** 6.93 12.72** 3.99 9.67** 3.02 2.44 0.9 16.74** 4.81 17.01** 4.36 14.31** 3.24
+36 19.25** 10.95 28.92** 8.07 23.7** 5.74 10.92** 2.69 7.04+ 1.94 25.49** 5.99 21.89** 4.29 18.46** 3.3
+48 23.48** 11.31 32.73** 7.61 31.84** 6.49 12.73** 2.67 9* 2.06 29.58** 6.07 23.74** 3.87 20.58** 3.15
Observations 4201 908 885 733 865 810 - -

Panel B: 5-Factor IRATS Cumulative Abnormal Returns: large (above median)

All Q1 (Low) CAR Q2 CAR Q3 CAR Q4 CAR Q5 (High) CAR Q1-Q4 Q5-Q4

CAR t-stat CAR t-stat CAR t-stat CAR t-stat CAR t-stat CAR t-stat CAR t-stat CAR t-stat

-6 -2.17** -5.58 -0.67 -0.74 -3.1** -3.54 -3.02** -3.67 -1.79* -2.01 -2.24* -2.58 1.12 0.88 -0.45 -0.36
+12 1.3* 2.15 4.3** 2.91 3.89** 2.85 0.57 0.45 -3.41** -2.62 2.03 1.48 7.71** 3.92 5.44** 2.88
+24 3.54** 3.95 11.17** 5.36 8.16** 3.99 3.55+ 1.89 -8.75** -4.62 5.52** 2.61 19.92** 7.08 14.26** 5.02
+36 6.39** 5.6 17.48** 6.72 11.73** 4.51 5.38* 2.28 -10.61** -4.34 10.12** 3.71 28.09** 7.87 20.73** 5.66
+48 8.05** 5.85 21.24** 6.93 12.73** 4.02 7.2** 2.59 -12.14** -3.95 13.43** 4.11 33.38** 7.69 25.57** 5.7
Observations 4200 776 797 945 812 870 - -
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Table VIII

IRATS Cumulative Abnormal Returns after Double-sorting: Centrality x (Analyst Coverage)

The tables present the long-run IRATS Cumulative Abnormal Returns (CAR) for subsets of firms’ repurchase announcements using the five factor Fama-
French model. The tables report monthly cumulative average abnormal returns (CAR) in percent using the Ibbotson (1975) returns across time and security
(IRATS) method for the sample of firms that announced an open market share repurchase plus various subsamples. The following regression is run each
event month j for the five-factor model:

(Ri,t −Rf,t) = aj + bj(Rm,t −Rf,t) + cjSMBt + djHMlt + etRMW t + ftCMAt + εi,t,

where Ri,t is the monthly return on security i in the calendar month t that corresponds to the event month j, with j = 0 being the month of the repurchase
announcement. Rf,t and Rm,t are the risk-free rate and the return on the equally weighted CRSP index, respectively. SMBt, HMlt, RMW t, and CMAt are
the monthly returns on the size, book-to-market factor, profitability factor and investment factor in month t, respectively. The standard error (denominator
of the t-statistic) for a window is the square root of the sum of the squares of the monthly standard errors. Panel A reports the results for firms whose Analyst
Coverage (cross-sectional) score is below the median score of all events. Panel B reports the results for firms whose Analyst Coverage (cross-sectional) score
is above the median score of all events. The significance levels are indicated by +, *, and ** and correspond to a significance level of 10%, 5%, and 1%
respectively, using a two-tailed test.

Panel A: 5-Factor IRATS Cumulative Abnormal Returns: low Analyst Coverage (below median)

All Q1 (Low) CAR Q2 CAR Q3 CAR Q4 CAR Q5 (High) CAR Q1-Q4 Q5-Q4

CAR t-stat CAR t-stat CAR t-stat CAR t-stat CAR t-stat CAR t-stat CAR t-stat CAR t-stat

-6 -6.97** -12.97 -7.46** -6 -7.14** -6.5 -7.75** -5.88 -6.38** -5.6 -5.78** -4.64 -1.08 -0.64 0.61 0.36
+12 3.09** 3.45 9.35** 4.82 -1.16 -0.62 2 1 1.5 0.85 3.98 1.6 7.85** 2.99 2.47 0.81
+24 9.72** 6.99 19** 6.46 9.39** 2.99 7.11* 2.3 1.09 0.41 12.33** 3.36 17.91** 4.51 11.24** 2.48
+36 15.74** 8.86 27.72** 7.36 19.56** 4.83 7.46+ 1.9 4.52 1.27 19.71** 4.37 23.2** 4.48 15.18** 2.64
+48 18.87** 8.99 29.45** 6.57 23.37** 4.89 9.42* 2.03 6.13 1.43 25.89** 4.94 23.32** 3.76 19.76** 2.92
Observations 3727 759 818 678 772 700 - -

Panel B: 5-Factor IRATS Cumulative Abnormal Returns: High Analyst Coverage (above median)

All Q1 (Low) CAR Q2 CAR Q3 CAR Q4 CAR Q5 (High) CAR Q1-Q4 Q5-Q4

CAR t-stat CAR t-stat CAR t-stat CAR t-stat CAR t-stat CAR t-stat CAR t-stat CAR t-stat

-6 -6.01** -14.42 -4.91** -5.22 -6.54** -6.79 -5.61** -6.26 -6.74** -7.02 -6.51** -7.11 1.83+ 1.36 0.23 0.17
+12 2.53** 3.83 5.39** 3.51 5.28** 3.39 0.59 0.43 -3.41* -2.35 4.97** 3.34 8.79** 4.17 8.38** 4.03
+24 5.23** 5.32 10.77** 4.86 10.58** 4.47 5.08* 2.45 -8.13** -3.84 9.08** 4.04 18.9** 6.17 17.22** 5.57
+36 8.76** 7.06 18.8** 6.79 14.37** 4.82 7.59** 2.94 -9.31** -3.44 14.14** 4.97 28.11** 7.26 23.45** 5.97
+48 10.42** 7.04 24.26** 7.42 16.37** 4.59 8.96** 2.96 -11.74** -3.5 15.85** 4.74 36.01** 7.69 27.6** 5.82
Observations 4203 825 758 926 822 872 - -
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Table IX

IRATS Cumulative Abnormal Returns after Double-sorting: Centrality x (Idiosyncratic Risk)

The tables present the long-run IRATS Cumulative Abnormal Returns (CAR) for subsets of firms’ repurchase announcements using the five factor Fama-
French model. The tables report monthly cumulative average abnormal returns (CAR) in percent using the Ibbotson (1975) returns across time and security
(IRATS) method for the sample of firms that announced an open market share repurchase plus various subsamples. The following regression is run each
event month j for the five-factor model:

(Ri,t −Rf,t) = aj + bj(Rm,t −Rf,t) + cjSMBt + djHMlt + etRMW t + ftCMAt + εi,t,

where Ri,t is the monthly return on security i in the calendar month t that corresponds to the event month j, with j = 0 being the month of the repurchase
announcement. Rf,t and Rm,t are the risk-free rate and the return on the equally weighted CRSP index, respectively. SMBt, HMlt, RMW t, and
CMAt are the monthly returns on the size, book-to-market factor, profitability factor and investment factor in month t, respectively. The standard error
(denominator of the t-statistic) for a window is the square root of the sum of the squares of the monthly standard errors. Panel A reports the results for
firms whose Idiosyncratic Risk (cross-sectional) score is below the median score of all events. Panel B reports the results for firms whose Idiosyncratic Risk
(cross-sectional) score is above the median score of all events. The significance levels are indicated by +, *, and ** and correspond to a significance level of
10%, 5%, and 1% respectively, using a two-tailed test.

Panel A: 5-Factor IRATS Cumulative Abnormal Returns: low Idiosyncratic Risk

All Q1 (Low) CAR Q2 CAR Q3 CAR Q4 CAR Q5 (High) CAR Q1-Q4 Q5-Q4

CAR t-stat CAR t-stat CAR t-stat CAR t-stat CAR t-stat CAR t-stat CAR t-stat CAR t-stat

-6 -5.21** -12.19 -4.2** -3.69 -5.36** -5.63 -5.07** -5.32 -6.04** -6.61 -4.87** -5.57 1.84 1.26 1.16 0.92
+12 2.25** 3.21 6.23** 3.35 2.34 1.47 1.23 0.82 -0.49 -0.33 3.22* 2.2 6.72** 2.81 3.72* 1.77
+24 5.79** 5.5 12.57** 4.78 9.03** 3.63 5.37* 2.36 -3.68+ -1.69 8.61** 3.79 16.24** 4.76 12.28** 3.9
+36 8.53** 6.44 17.81** 5.48 14.2** 4.54 5.68* 2.03 -4.31 -1.53 13.62** 4.77 22.12** 5.14 17.94** 4.47
+48 8.47** 5.42 18.06** 4.79 13.2** 3.57 6.32+ 1.94 -4.31 -1.26 13.69** 4.06 22.37** 4.4 18** 3.75
Observations 4200 666 802 885 910 937 - -

Panel B: 5-Factor IRATS Cumulative Abnormal Returns: High Idiosyncratic Risk

All Q1 (Low) CAR Q2 CAR Q3 CAR Q4 CAR Q5 (High) CAR Q1-Q4 Q5-Q4

CAR t-stat CAR t-stat CAR t-stat CAR t-stat CAR t-stat CAR t-stat CAR t-stat CAR t-stat

-6 -6.96** -13.56 -7.27** -7.38 -6.51** -5.39 -7.41** -6.39 -6.93** -6.04 -6.86** -5.34 -0.35 -0.23 0.07 0.04
+12 4.12** 5.1 8.28** 5.28 2.84 1.62 1.31 0.75 0.08 0.05 6.73** 2.83 8.19** 3.6 6.65* 2.3
+24 10.17** 8.14 17.61** 7.34 11.84** 4.05 7.94** 2.96 -2.02 -0.79 12.95** 3.72 19.63** 5.61 14.97** 3.47
+36 17.54** 10.91 27.74** 9.02 21.61** 5.66 11.83** 3.44 2.42 0.7 22.02** 5.14 25.32** 5.49 19.6** 3.57
+48 23.56** 12.31 34.68** 9.38 31.2** 6.8 15.61** 3.82 2.91 0.69 30.94** 6.27 31.77** 5.68 28.04** 4.33
Observations 4201 1018 880 793 767 743 - -
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Table X

IRATS Cumulative Abnormal Returns after Double-sorting: Centrality x Volatility

The tables present the long-run IRATS Cumulative Abnormal Returns (CAR) for subsets of firms’ repurchase announcements using the five factor Fama-
French model. The tables report monthly cumulative average abnormal returns (CAR) in percent using the Ibbotson (1975) returns across time and security
(IRATS) method for the sample of firms that announced an open market share repurchase plus various subsamples. The following regression is run each
event month j for the five-factor model:

(Ri,t −Rf,t) = aj + bj(Rm,t −Rf,t) + cjSMBt + djHMlt + etRMW t + ftCMAt + εi,t,

where Ri,t is the monthly return on security i in the calendar month t that corresponds to the event month j, with j = 0 being the month of the repurchase
announcement. Rf,t and Rm,t are the risk-free rate and the return on the equally weighted CRSP index, respectively. SMBt, HMlt, RMW t, and CMAt are
the monthly returns on the size, book-to-market factor, profitability factor and investment factor in month t, respectively. The standard error (denominator
of the t-statistic) for a window is the square root of the sum of the squares of the monthly standard errors. Panel A reports the results for firms whose
Volatility (cross-sectional) score is below the median score of all events. Panel B reports the results for firms whose Volatility (cross-sectional) score is above
the median score of all events. The significance levels are indicated by +, *, and ** and correspond to a significance level of 10%, 5%, and 1% respectively,
using a two-tailed test.

Panel A: 5-Factor IRATS Cumulative Abnormal Returns: low Volatility (below median)

All Q1 (Low) CAR Q2 CAR Q3 CAR Q4 CAR Q5 (High) CAR Q1-Q4 Q5-Q4

CAR t-stat CAR t-stat CAR t-stat CAR t-stat CAR t-stat CAR t-stat CAR t-stat CAR t-stat

-6 -2.9** -9.69 -1.54* -2.23 -3.48** -5.23 -3.06** -4.75 -3.69** -5.2 -2.95** -4.58 2.15* 2.17 0.75 0.78
+12 -0.06 -0.11 2.08 1.61 0.34 0.28 -0.95 -0.85 -1.28 -1.07 0.34 0.28 3.36* 1.91 1.62 0.95
+24 0.39 0.48 6.63** 3.47 1.44 0.76 0.26 0.15 -5.53** -3.02 0.43 0.22 12.16** 4.59 5.96* 2.23
+36 2.13* 1.96 10.25** 4.24 3.78 1.54 2.08 0.92 -6.22* -2.55 2.13 0.82 16.47** 4.8 8.34** 2.35
+48 4.37** 3.28 12.8** 4.3 6.31* 2.04 2.6 0.96 -4.81 -1.61 6.5* 2.07 17.61** 4.18 11.31** 2.61
Observations 4201 784 800 950 823 844 - -

Panel B: 5-Factor IRATS Cumulative Abnormal Returns: High Volatility (above median)

All Q1 (Low) CAR Q2 CAR Q3 CAR Q4 CAR Q5 (High) CAR Q1-Q4 Q5-Q4

CAR t-stat CAR t-stat CAR t-stat CAR t-stat CAR t-stat CAR t-stat CAR t-stat CAR t-stat

-6 -8.86** -14.98 -10.11** -8.08 -7.21** -5.33 -9.22** -6.24 -9.03** -7.34 -8.27** -6.15 -1.08 -0.62 0.76 0.42
+12 6.12** 6.68 12.1** 6.29 4.32* 2.21 4.01+ 1.84 1.04 0.56 8.61** 3.63 11.06** 4.15 7.58** 2.52
+24 15.51** 11.09 23.35** 8.11 17.61** 5.4 15.24** 4.58 0.74 0.27 20.84** 6 22.61** 5.71 20.1** 4.56
+36 23.55** 13.35 35.34** 9.68 29.24** 6.97 16.26** 3.95 4.78 1.33 32.17** 7.69 30.56** 5.96 27.39** 4.96
+48 27.57** 13.35 40.73** 9.5 35.67** 7.21 20.98** 4.41 5.13 1.17 34.83** 7.32 35.6** 5.81 29.7** 4.59
Observations 4200 900 882 728 854 836 - -
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Table XI

IRATS Cumulative Abnormal Returns after Double-sorting: Centrality x U-index

The tables present the long-run IRATS Cumulative Abnormal Returns (CAR) for subsets of firms’ repurchase announcements using the five factor Fama-
French model. The tables report monthly cumulative average abnormal returns (CAR) in percent using the Ibbotson (1975) returns across time and security
(IRATS) method for the sample of firms that announced an open market share repurchase plus various subsamples. The following regression is run each
event month j for the five-factor model:

(Ri,t −Rf,t) = aj + bj(Rm,t −Rf,t) + cjSMBt + djHMlt + etRMW t + ftCMAt + εi,t,

where Ri,t is the monthly return on security i in the calendar month t that corresponds to the event month j, with j = 0 being the month of the repurchase
announcement. Rf,t and Rm,t are the risk-free rate and the return on the equally weighted CRSP index, respectively. SMBt, HMlt, RMW t, and CMAt are
the monthly returns on the size, book-to-market factor, profitability factor and investment factor in month t, respectively. The standard error (denominator
of the t-statistic) for a window is the square root of the sum of the squares of the monthly standard errors. Panel A reports the results for firms with high
U-index (larger than 10). Panel B reports the results for firms with low U-index (smaller than 6). The significance levels are indicated by +, *, and ** and
correspond to a significance level of 10%, 5%, and 1% respectively, using a two-tailed test.

Panel A: 5-Factor IRATS Cumulative Abnormal Returns: low U-index (lower than 6)

All Q1 (Low) CAR Q2 CAR Q3 CAR Q4 CAR Q5 (High) CAR Q1-Q4 Q5-Q4

CAR t-stat CAR t-stat CAR t-stat CAR t-stat CAR t-stat CAR t-stat CAR t-stat CAR t-stat

-6 20.6** 23.03 18.75** 11.6 24.36** 8.94 17.2** 9.86 19.72** 11.32 23.94** 11.32 -0.97 -0.41 4.21+ 1.54
+12 1.69 1.49 -0.12 -0.05 6.29* 2.41 6.05* 2.48 -6.35** -2.68 -0.23 -0.08 6.22* 1.86 6.11+ 1.6
+24 3.45* 2.02 5.39 1.52 9.12* 2.22 8.24* 2.32 -11.95** -3.46 3.7 0.8 17.35** 3.5 15.65** 2.71
+36 7.75** 3.63 15.05** 3.44 15.35** 2.97 9.44* 2.18 -11.3* -2.49 9.32 1.62 26.34** 4.18 20.61** 2.81
+48 11.84** 4.7 19.14** 3.67 19.79** 3.2 15.18** 3.04 -7.72 -1.38 13.64* 2.09 26.86** 3.51 21.36** 2.48
Observations 1272 275 255 292 250 200 - -

Panel B: 5-Factor IRATS Cumulative Abnormal Returns: High U-index (greater than 10)

All Q1 (Low) CAR Q2 CAR Q3 CAR Q4 CAR Q5 (High) CAR Q1-Q4 Q5-Q4

CAR t-stat CAR t-stat CAR t-stat CAR t-stat CAR t-stat CAR t-stat CAR t-stat CAR t-stat

-6 -26.73** -34 -26.61** -14.47 -24.5** -15.51 -28.98** -13.72 -28.05** -16.69 -25.44** -14.73 1.43 0.58 2.6 1.08
+12 3.06* 2 5.65+ 1.79 -4.44 -1.44 0.75 0.21 4.68 1.53 7.8+ 1.9 0.96 0.22 3.12 0.61
+24 16.07** 6.65 19.31** 3.77 15.71** 2.84 10.25+ 1.83 7.82+ 1.67 26.07** 4.44 11.48* 1.65 18.24** 2.43
+36 25.06** 7.99 32.67** 4.91 28.16** 3.81 9.59 1.35 13.58* 2.09 41.03** 5.65 19.09* 2.05 27.45** 2.82
+48 32.67** 8.78 35.09** 4.48 44.81** 4.97 14.26+ 1.7 20.84** 2.69 46.43** 5.46 14.25+ 1.29 25.59* 2.23
Observations 1657 341 337 270 344 365 - -
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Table XII

IRATS Cumulative Abnormal Returns after Double-sorting: Centrality x EU-index

The tables present the long-run IRATS Cumulative Abnormal Returns (CAR) for subsets of firms’ repurchase announcements using the five factor Fama-
French model. The tables report monthly cumulative average abnormal returns (CAR) in percent using the Ibbotson (1975) returns across time and security
(IRATS) method for the sample of firms that announced an open market share repurchase plus various subsamples. The following regression is run each
event month j for the five-factor model:

(Ri,t −Rf,t) = aj + bj(Rm,t −Rf,t) + cjSMBt + djHMlt + etRMW t + ftCMAt + εi,t,

where Ri,t is the monthly return on security i in the calendar month t that corresponds to the event month j, with j = 0 being the month of the repurchase
announcement. Rf,t and Rm,t are the risk-free rate and the return on the equally weighted CRSP index, respectively. SMBt, HMlt, RMW t, and CMAt are
the monthly returns on the size, book-to-market factor, profitability factor and investment factor in month t, respectively. The standard error (denominator
of the t-statistic) for a window is the square root of the sum of the squares of the monthly standard errors. Panel A reports the results for firms with high
EU-index (larger than 3). Panel B reports the results for firms with low EU-index (smaller than 2). The significance levels are indicated by +, *, and **
and correspond to a significance level of 10%, 5%, and 1% respectively, using a two-tailed test.

Panel A: 5-Factor IRATS Cumulative Abnormal Returns: low EU-index (lower than 2)

All Q1 (Low) CAR Q2 CAR Q3 CAR Q4 CAR Q5 (High) CAR Q1-Q4 Q5-Q4

CAR t-stat CAR t-stat CAR t-stat CAR t-stat CAR t-stat CAR t-stat CAR t-stat CAR t-stat

-6 6.82** 11.15 6.94** 4.81 7.84** 5.96 5.24** 4.38 9.19** 5.29 6.09** 4.7 -2.25 -1 -3.1+ -1.43
+12 0.19 0.18 -3.11 -1.15 3.83+ 1.77 0.7 0.32 -5.44* -2.07 1.99 0.89 2.33 0.62 7.43* 2.15
+24 0.87 0.54 -1.69 -0.42 4.56 1.33 2.98 0.91 -12.47** -3.25 4.01 1.12 10.78* 1.94 16.48** 3.14
+36 3.58+ 1.74 7.42 1.47 6.77 1.6 4.5 1.07 -16.04** -3.24 8.22+ 1.74 23.46** 3.31 24.26** 3.54
+48 6.87** 2.78 11.56+ 1.97 9.76* 2.01 8.08 1.6 -10.18 -1.56 9.66+ 1.7 21.74** 2.48 19.84* 2.29
Observations 919 152 193 240 145 189 - -

Panel B: 5-Factor IRATS Cumulative Abnormal Returns: High EU-index (greater than 3)

All Q1 (Low) CAR Q2 CAR Q3 CAR Q4 CAR Q5 (High) CAR Q1-Q4 Q5-Q4

CAR t-stat CAR t-stat CAR t-stat CAR t-stat CAR t-stat CAR t-stat CAR t-stat CAR t-stat

-6 -16.56** -23.03 -17.42** -12.16 -13.17** -7.73 -18.89** -10.47 -16.84** -10.85 -16.82** -10.47 -0.59 -0.28 0.02 0.01
+12 5.83** 5.04 11.43** 5.03 3.89 1.58 -0.22 -0.08 3.21 1.31 8.82** 2.81 8.22** 2.46 5.61+ 1.41
+24 16.35** 9.1 22.18** 6.34 19.5** 4.65 10.89** 2.71 2.95 0.81 23.41** 5.02 19.23** 3.8 20.46** 3.45
+36 25.53** 11.1 36.06** 8 34.05** 6.22 11.6* 2.28 7.77 1.59 34.92** 6.11 28.29** 4.26 27.16** 3.62
+48 31.7** 11.65 41.14** 7.62 47.31** 7.22 14.97* 2.48 10.85+ 1.85 38.24** 5.85 30.29** 3.8 27.39** 3.12
Observations 2832 635 601 482 557 557 - -
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Table XIII
Cross-Section Regressions: Univariate Analysis (one company feature per

regression).

Monthly average coefficients of each firm characteristic estimated with the cross-section analysis following Brennan, Chordia
and Subrahmanyam (1998). The five-factor Fama-French model is used to estimate the factor loadings for each stock in every
month and, thus, monthly excess returns. Regressing monthly excess returns on each firm characteristic in every post-buyback-
announcement month gives the monthly coefficients. Centrality and centrality squared terms are in one regression. Coefficients
reported in this table are the average of monthly coefficient estimates over the corresponding post-event window. The standard
error (denominator of the t-statistic) for a window is the standard deviation of the monthly estimated coefficients divided by
the square root of the number of months in the window. Year dummies are included. The significance levels are indicated by
+, *, and ** and correspond to a significance level of 10%, 5%, and 1% respectively, using a two-tailed test.

month 12 month 24 month 36 month 48

Month t-stat Month t-stat Month t-stat Month t-stat

Size Score -20.43 -0.83 -24.42 -1.56 -54.8** -3.62 -73.99** -5.2
BE/ME Score -50.69** -3.94 -40.79** -3.93 -25.98* -2.57 -2.54 -0.23
Prior Returns Score -46.65+ -2.1 -26.49 -1.62 6.99 0.45 10.14 0.84
U-index -0.13 -0.06 -0.2 -0.15 0.03 0.03 1.87+ 1.71
EU-index 7.13 1.72 6.96* 2.29 10.28** 4.25 12.86** 5.52
Volatility 138.4** 4.22 112.13** 5.33 114.24** 7.2 110.32** 7.68
(1−R2) -24.81 -1.72 -11.81 -0.81 29.99+ 2 53.64** 3.99
Analyst Coverage Score 0.4 0.02 -1.32 -0.09 -18.72 -1.31 -28.41* -2.21
Centrality (Linear term) -40.42+ -1.9 -43.72** -2.82 -36.51** -2.96 -36.86** -3.35
Centrality (Square term) 153.8* 3.03 116.46* 2.37 140.22** 3.63 130.84** 3.96
Observations 12 24 36 48
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Table XIV
Cross-Section Regressions: Multivariate Analysis (all variables in one

regression, including U-index).

Monthly average coefficients of each firm characteristic estimated with the cross-section analysis following Brennan, Chordia
and Subrahmanyam (1998). The five-factor Fama-French model is used to estimate the factor loadings for each stock in every
month and, thus, monthly excess returns. Regressing monthly excess returns on all firm characteristics in every post-buyback-
announcement month gives the monthly coefficients. The firm characteristics are centrality, centrality squared term, U-index,
volatility, (1 − R2), and analyst coverage. Coefficients reported in this table are the average of monthly coefficient estimates
over the corresponding post-event window. The standard error (denominator of the t-statistic) for a window is the standard
deviation of the monthly estimated coefficients divided by the square root of the number of months in the window. Year
dummies are included. The significance levels are indicated by +, *, and ** and correspond to a significance level of 10%, 5%,
and 1% respectively, using a two-tailed test.

month 12 month 24 month 36 month 48

Month t-stat Month t-stat Month t-stat Month t-stat

Intercept 65.21 1.05 20 0.51 3.79 0.12 -40.62 -1.27
U-index -3.36 -1.23 -3.39+ -1.82 -4.53** -2.92 -2.67+ -1.96
Volatility 173.14** 5.2 140.56** 6.03 130.16** 7.21 113.45** 7.16
(1−R2) -69.84** -3.71 -48.48* -2.64 1.12 0.06 21.07 1.43
Analyst Coverage Score 7.62 0.28 4.49 0.22 -4.39 -0.25 -3.35 -0.23
Centrality (Linear term) -44.81+ -1.8 -43.72* -2.37 -32.41* -2.25 -29.08* -2.39
Centrality (Square term) 179.07** 3.81 139.21* 2.68 158.97** 3.77 143.87** 4.08
Observations 12 24 36 48
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Table XV
Cross-Section Regressions: Multivariate Analysis (all variables in one

regression, including components of U-index).

Monthly average coefficients of each firm characteristic estimated with the cross-section analysis following Brennan, Chordia
and Subrahmanyam (1998). The five-factor Fama-French model is used to estimate the factor loadings for each stock in every
month and, thus, monthly excess returns. Regressing monthly excess returns on all firm characteristics in every post-buyback-
announcement month gives the monthly coefficients. The firm characteristics are centrality, centrality squared term, size,
book-to-market, prior returns, volatility, (1 − R2), and analyst coverage. Coefficients reported in this table are the average of
monthly coefficient estimates over the corresponding post-event window. The standard error (denominator of the t-statistic) for
a window is the standard deviation of the monthly estimated coefficients divided by the square root of the number of months in
the window. Year dummies are included. The significance levels are indicated by +, *, and ** and correspond to a significance
level of 10%, 5%, and 1% respectively, using a two-tailed test.

month 12 month 24 month 36 month 48

Month t-stat Month t-stat Month t-stat Month t-stat

Intercept 31.67 0.42 -3.6 -0.07 -18.95 -0.46 -44.34 -1.25
Size Score 87.54 1.6 50.15 1.31 -17.51 -0.45 -38.51 -1.2
BE/ME Score -43.99* -2.38 -41.2* -2.71 -33.17* -2.61 -17.99 -1.5
Prior Returns Score -40.78 -1.77 -21.78 -1.29 21.67 1.3 23.25+ 1.81
Volatility 183.33** 4.97 143.47** 5.48 120.09** 5.47 101.66** 5.49
(1−R2) -55* -2.59 -41.12* -2.13 -6.4 -0.39 11.06 0.81
Analyst Coverage Score -37.35 -0.98 -20.52 -0.7 11.55 0.43 20.5 0.96
Centrality (Linear term) -39.83 -1.6 -39.34* -2.12 -30.63* -2.1 -28.37* -2.31
Centrality (Square term) 186.21** 3.88 144.95* 2.74 161.19** 3.78 144.86** 4.08
Observations 12 24 36 48
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Table XVI
Multivariate Cross-Section Regressions: Downgraded vs. Upgraded Events.

Monthly average coefficients of each firm characteristic estimated with the cross-section analysis following Brennan, Chordia
and Subrahmanyam (1998), for firms experiencing analyst recommendations downgrade (Panel A) and upgrade (Panel B) in
the month prior to buyback announcement. The five-factor Fama-French model is used to estimate the factor loadings for each
stock in every month and, thus, monthly excess returns. Regressing monthly excess returns on all firm characteristics in every
post-buyback-announcement month gives the monthly coefficients. The firm characteristics are centrality, centrality squared
term, U-index, volatility, (1−R2), and analyst coverage. Coefficients reported in this table are the average of monthly coefficient
estimates over the corresponding post-event window. The standard error (denominator of the t-statistic) for a window is the
standard deviation of the monthly estimated coefficients divided by the square root of the number of months in the window.
Year dummies are included. The significance levels are indicated by +, *, and ** and correspond to a significance level of 10%,
5%, and 1% respectively, using a two-tailed test.

Panel A: All variables in one model, only Downgraded events

month 12 month 24 month 36 month 48

Month t-stat Month t-stat Month t-stat Month t-stat

Intercept 72.82 0.7 -23.46 -0.26 -118.66 -1.61 -119.65+ -1.86
U-index -4.88 -0.83 -4.68 -1.28 -1.19 -0.41 -2.74 -1.1
Volatility 292.3** 4.82 220.55** 4.79 169.21** 4.71 148.37** 4.97
(1−R2) -117.85+ -2.17 -122.67** -3.28 -75.23* -2.49 -35.93 -1.29
Analyst Coverage Score -12.4 -0.15 47.08 0.88 57.18 1.44 43.76 1.34
Centrality (Linear term) -59.78+ -1.98 -43.01 -1.55 -34.14 -1.46 -47.08* -2.21
Centrality (Square term) 53.8 0.4 95.74 0.98 67.36 0.87 71.39 1.1
Observations 12 24 36 48

Panel B: All variables in one model, only Upgraded events

month 12 month 24 month 36 month 48

Month t-stat Month t-stat Month t-stat Month t-stat

Intercept 102.74 1.25 -25.34 -0.39 -30.09 -0.48 -31.22 -0.53
U-index -14.74* -2.4 -8.49+ -1.96 -12.22** -3.56 -9.57** -3.1
Volatility 120.83+ 1.89 165.54** 4.43 150.31** 4.83 134.32** 4.91
(1−R2) -68.78* -2.34 -51.2 -1.52 0.5 0.02 10.71 0.44
Analyst Coverage Score 10.05 0.27 63.56 1.55 29.41 0.79 2.09 0.07
Centrality (Linear term) -64.12* -2.79 -53.36 -1.68 -57.07* -2.33 -40.52+ -1.71
Centrality (Square term) 341.2+ 1.84 237.54+ 1.97 180.26* 2.04 149.65+ 1.91
Observations 12 24 36 48
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Table XVII

Buyback announcements Calendar Time for all CEU-index Values

IRATS five factor cumulative abnormal returns after open market repurchase announcements for each Central Enhanced Undervaluation Index (CEU-index)
value from 0 to 8. For each CEU-index value, we report the monthly cumulative average abnormal returns (CAR) in percent using the Ibbotson (1975)
returns across time and security (IRATS) method combined with the Fama and French (2015) five-factor model for the sample of firms that announced an
open market share repurchase plus various subsamples. The following regression is run each event month j:

(Ri,t −Rf,t) = aj + bj(Rm,t −Rf,t) + cjSMBt + djHMlt + etRMW t + ftCMAt + εi,t,

where Ri,t is the monthly return on security i in the calendar month t that corresponds to the event month j, with j = 0 being the month of the repurchase
announcement. Rf,t and Rm,t are the risk-free rate and the return on the equally weighted CRSP index, respectively. SMBt, HMlt, RMW t, and CMAt

are the monthly returns on the size, book-to-market factor, profitability factor and investment factor in month t, respectively. The numbers reported are
sums of the intercepts of cross-sectional regressions over the relevant event-time-periods expressed in percentage terms. The standard error (denominator of
the t-statistic) for a window is the square root of the sum of the squares of the monthly standard errors.

CEU-index 0 CEU-index 1 CEU-index 2 CEU-index 3 CEU-index 4

CAR t-stat CAR t-stat CAR t-stat CAR t-stat CAR t-stat

-6 8.04* 2.34 9.74** 7.13 3.52** 4.93 -0.75 -1.21 -3.75** -6.22
+12 -12.02+ -1.94 -3.3 -1.59 0.7 0.59 -0.52 -0.54 2.41* 2.44
+24 -15.12 -1.59 -8.27** -2.67 0.73 0.4 -1.09 -0.76 5.61** 3.71
+36 -9.67 -0.76 -8.34* -2.1 -0.05 -0.02 2.51 1.35 9.6** 4.99
+48 -21.88 -0.91 -5.4 -1.1 -0.59 -0.2 2.63 1.19 11.01** 4.81
Observations 22 196 819 1647 2133

CEU-index 5 CEU-index 6 CEU-index 7 CEU-index 8

CAR t-stat CAR t-stat CAR t-stat CAR t-stat

-6 -7.9** -9.85 -16.3** -14.8 -21.73** -11.92 -31.12** -8.29
+12 4** 3.37 5.82** 3.33 8.65** 2.93 18.4+ 1.69
+24 10.87** 6 16.54** 5.91 25.98** 5.39 43.3** 3.25
+36 15.36** 6.64 24.75** 6.98 45.18** 7.17 66.82** 4.12
+48 19.22** 6.92 31.28** 7.47 55.3** 7.48 87.32** 4.75
Observations 1883 1082 490 129



49

Table XVIII
Robustness Tests: Cross-Section Regressions with Different Centrality

Measures.

Monthly average coefficients of each firm characteristic estimated with the cross-section analysis following Brennan, Chordia
and Subrahmanyam (1998), with different centrality measures from the Input-Output supplier networks. Supplier networks
are constructed with the Input-Output tables at the detailed level from the U.S. BEA in 1997, 2002, and 2007. Eigenvector
centrality and K-B centrality are calculated from the symmetric supplier network of all industry pairs. Strength centrality
and betweenness centrality are measured using the substantial connections in each I-O network. A substantial connection is
defined as a connection where one industry supplies at least 1% of the total inputs of the connected industry. The five-factor
Fama-French model is used to estimate the factor loadings for each stock in every month and, thus, monthly excess returns.
Regressing monthly excess returns on all firm characteristics in every post-buyback-announcement month gives the monthly
coefficients. The firm characteristics are centrality, centrality squared term, U-index, volatility, (1−R2), and analyst coverage.
Coefficients reported in this table are the average of monthly coefficient estimates over the corresponding post-event window.
The standard error (denominator of the t-statistic) for a window is the standard deviation of the monthly estimated coefficients
divided by the square root of the number of months in the window. Year dummies are included. The significance levels are
indicated by +, *, and ** and correspond to a significance level of 10%, 5%, and 1% respectively, using a two-tailed test.

month 12 month 24 month 36 month 48

Month t-stat Month t-stat Month t-stat Month t-stat

Intercept 100.17 1.63 23.88 0.57 16.39 0.53 -44.15 -1.3
U-index -2.41 -0.95 -2.4 -1.34 -3.91* -2.64 -2.44+ -1.82
Volatility 164.85** 5.29 130.29** 6.22 123.45** 7.44 108.67** 7.03
(1−R2) -64.36** -3.67 -42.44* -2.44 8.61 0.48 31.09* 2.09
Analyst Coverage Score -0.39 -0.01 -3.16 -0.16 -4.97 -0.32 -5.02 -0.39
Betweenness -47.92* -2.34 -41.44* -2.6 -24.54+ -1.86 -23.5+ -2.01
Betweenness Square 179.12* 2.83 131.87* 2.35 135.98** 3.17 115.11** 3.07
Observations 12 12 24 24 36 36 48 48

Intercept 107.22 1.71 29.91 0.7 20.78 0.67 -41 -1.2
U-index -2.64 -1.04 -2.62 -1.48 -4.12** -2.78 -2.65+ -2
Volatility 162.12** 5.15 129.37** 6.21 122.94** 7.42 107.97** 6.99
(1−R2) -58.92** -3.59 -37.1* -2.14 13.83 0.77 35.08* 2.38
Analyst Coverage Score -1.64 -0.06 -3.72 -0.18 -5.25 -0.33 -5.49 -0.43
Strength -27.85 -1.37 -18.67 -1.19 -4.62 -0.35 -9.94 -0.87
Strength Square 108.85 1.6 62.93 1.29 71.7+ 1.77 84.36* 2.44
Observations 12 12 24 24 36 36 48 48

Intercept 106.47 1.7 29.92 0.71 20.7 0.66 -40.68 -1.19
U-index -2.73 -1.09 -2.69 -1.55 -4.1** -2.82 -2.65* -2.03
Volatility 160.15** 5.25 128.67** 6.31 121.72** 7.39 106.76** 6.95
(1−R2) -56.34** -3.54 -34.95+ -2.05 15.44 0.88 36.88* 2.54
Analyst Coverage Score -2.38 -0.09 -4 -0.2 -5.26 -0.34 -5.62 -0.44
Eigenvector -18.38 -1.03 -7.89 -0.54 1.94 0.16 -2.36 -0.22
Eigenvector Square 133.89 1.76 64.65 1.44 70.11+ 1.78 78.88* 2.11
Observations 12 12 24 24 36 36 48 48

Intercept 107.58 1.72 31.02 0.74 21.2 0.68 -40.71 -1.19
U-index -2.47 -0.97 -2.43 -1.4 -3.94* -2.69 -2.51+ -1.89
Volatility 157.75** 5.05 126.59** 6.17 120.23** 7.3 105.14** 6.83
(1−R2) -59.76** -3.72 -38.59* -2.3 11.98 0.69 33.74* 2.33
Analyst Coverage Score -1.6 -0.06 -3.32 -0.16 -5.3 -0.34 -5.66 -0.44
K-B -42.02* -2.71 -34.04* -2.52 -20.93+ -1.96 -22.96* -2.42
K-B Square 105.84 1.58 34.17 0.76 68.18+ 1.78 86.08* 2.3
Observations 12 24 36 48
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Table XIX

IRATS Cumulative Abnormal Returns after Double-sorting: Centrality x Supply Chain Analysts

The tables present the long-run IRATS Cumulative Abnormal Returns (CAR) for subsets of firms’ repurchase announcements using the five factor Fama-
French model. The tables report monthly cumulative average abnormal returns (CAR) in percent using the Ibbotson (1975) returns across time and security
(IRATS) method for the sample of firms that announced an open market share repurchase plus various subsamples. The following regression is run each
event month j for the five-factor model:

(Ri,t −Rf,t) = aj + bj(Rm,t −Rf,t) + cjSMBt + djHMlt + etRMW t + ftCMAt + εi,t,

where Ri,t is the monthly return on security i in the calendar month t that corresponds to the event month j, with j = 0 being the month of the repurchase
announcement. Rf,t and Rm,t are the risk-free rate and the return on the equally weighted CRSP index, respectively. SMBt, HMlt, RMW t, and CMAt are
the monthly returns on the size, book-to-market factor, profitability factor and investment factor in month t, respectively. The standard error (denominator
of the t-statistic) for a window is the square root of the sum of the squares of the monthly standard errors. Panel A reports the results for firms whose
percentage of supply chain analysts (cross-sectional) score is below the median score of all events. Panel B reports the results for firms whose percentage of
supply chain analysts (cross-sectional) score is above the median score of all events. The significance levels are indicated by +, *, and ** and correspond to
a significance level of 10%, 5%, and 1% respectively, using a two-tailed test.

Panel A: 5-Factor IRATS Cumulative Abnormal Returns: low Supply Chain Analysts (below median)

All Q1 (Low) CAR Q2 CAR Q3 CAR Q4 CAR Q5 (High) CAR Q1-Q4 Q5-Q4

CAR t-stat CAR t-stat CAR t-stat CAR t-stat CAR t-stat CAR t-stat CAR t-stat CAR t-stat

-6 -6.1** -12.7 -5.79** -6.11 -6.24** -6.08 -6.38** -5.6 -7.57** -6.85 -4.26** -3.52 1.79 1.23 3.32* 2.02
+12 3.7** 4.64 7.88** 5.2 1.31 0.77 2.08 1.22 -2.87+ -1.72 9.4** 3.66 10.75** 4.77 12.27** 4.01
+24 7.62** 6.4 15.09** 6.69 9.07** 3.26 8.57** 3.24 -9.75** -4.07 11.76** 3.4 24.85** 7.55 21.51** 5.11
+36 12.32** 8.23 24.52** 8.64 16.92** 4.73 9.2** 2.77 -9.26** -3.02 15.89** 3.83 33.79** 8.08 25.15** 4.87
+48 15.43** 8.72 29.99** 8.84 22.03** 5.19 11.22** 2.9 -9.69* -2.58 17.74** 3.75 39.68** 7.83 27.43** 4.54
Observations 4077 1013 878 842 722 622 - -

Panel B: 5-Factor IRATS Cumulative Abnormal Returns: High Supply Chain Analysts (above median)

All Q1 (Low) CAR Q2 CAR Q3 CAR Q4 CAR Q5 (High) CAR Q1-Q4 Q5-Q4

CAR t-stat CAR t-stat CAR t-stat CAR t-stat CAR t-stat CAR t-stat CAR t-stat CAR t-stat

-6 -6.32** -13.2 -6.8** -5.32 -5.69** -4.62 -5.89** -6.03 -5.85** -5.96 -6.73** -6.95 -0.95 -0.59 -0.89 -0.64
+12 2.29** 3.12 6.58** 3.25 3.59* 2.09 0.58 0.38 1.75 1.14 1.76 1.16 4.83* 1.9 0.01 0.01
+24 7.84** 6.86 15.75** 5.26 11.58** 4.22 4.49+ 1.94 2.77 1.18 9.25** 3.76 12.98** 3.41 6.48* 1.91
+36 12.89** 8.79 22.8** 5.98 18.56** 5.28 7.04* 2.41 3.92 1.26 17.26** 5.55 18.88** 3.84 13.35** 3.03
+48 15** 8.64 24.06** 5.42 21.66** 5.17 8.97** 2.59 3.53 0.93 21.56** 5.89 20.54** 3.53 18.03** 3.43
Observations 4077 619 751 796 908 1003 - -



51
Table XX

IRATS Cumulative Abnormal Returns after Double-sorting: Centrality x Generalist Analysts

The tables present the long-run IRATS Cumulative Abnormal Returns (CAR) for subsets of firms’ repurchase announcements using the five factor Fama-
French model. The tables report monthly cumulative average abnormal returns (CAR) in percent using the Ibbotson (1975) returns across time and security
(IRATS) method for the sample of firms that announced an open market share repurchase plus various subsamples. The following regression is run each
event month j for the five-factor model:

(Ri,t −Rf,t) = aj + bj(Rm,t −Rf,t) + cjSMBt + djHMlt + etRMW t + ftCMAt + εi,t,

where Ri,t is the monthly return on security i in the calendar month t that corresponds to the event month j, with j = 0 being the month of the repurchase
announcement. Rf,t and Rm,t are the risk-free rate and the return on the equally weighted CRSP index, respectively. SMBt, HMlt, RMW t, and CMAt are
the monthly returns on the size, book-to-market factor, profitability factor and investment factor in month t, respectively. The standard error (denominator
of the t-statistic) for a window is the square root of the sum of the squares of the monthly standard errors. Panel A reports the results for firms whose
percentage of generalist analysts (cross-sectional) score is below the median score of all events. Panel B reports the results for firms whose percentage of
generalist analysts (cross-sectional) score is above the median score of all events. The significance levels are indicated by +, *, and ** and correspond to a
significance level of 10%, 5%, and 1% respectively, using a two-tailed test.

Panel A: 5-Factor IRATS Cumulative Abnormal Returns: low Generalist Analysts (below median)

All Q1 (Low) CAR Q2 CAR Q3 CAR Q4 CAR Q5 (High) CAR Q1-Q4 Q5-Q4

CAR t-stat CAR t-stat CAR t-stat CAR t-stat CAR t-stat CAR t-stat CAR t-stat CAR t-stat

-6 -4.12** -5.21 -3.44 -1.43 -4.83* -1.97 -6.77** -2.77 -6.65** -4.75 -2.17+ -1.73 3.21 1.15 4.48** 2.38
+12 3.19* 2.24 11.4* 2.61 3.48 0.9 -2.9 -0.72 -5.37* -2.55 8.1** 2.99 16.77** 3.46 13.48** 3.93
+24 5.29* 2.54 15.58* 2.58 28.55** 3.86 -2.83 -0.46 -13.76** -4.49 11.2** 3.14 29.34** 4.33 24.96** 5.31
+36 9.67** 3.73 25.07** 3.31 44.06** 4.89 -1.66 -0.2 -16.12** -4.03 17.72** 4.14 41.19** 4.8 33.84** 5.77
+48 12.88** 4.25 29.38** 3.29 46.1** 4.54 0.16 0.02 -14.72** -2.96 21.21** 4.35 44.1** 4.31 35.93** 5.15
Observations 1418 105 194 196 386 537 - -

Panel B: 5-Factor IRATS Cumulative Abnormal Returns: High Generalist Analysts (above median)

All Q1 (Low) CAR Q2 CAR Q3 CAR Q4 CAR Q5 (High) CAR Q1-Q4 Q5-Q4

CAR t-stat CAR t-stat CAR t-stat CAR t-stat CAR t-stat CAR t-stat CAR t-stat CAR t-stat

-6 -5.92** -7.43 -2.45 -1.48 -7.99** -3.92 -4.8** -2.9 -8.43** -4.58 -6.34** -3.55 5.98** 2.41 2.09 0.81
+12 3.87** 3.2 2.92 1.24 2.28 0.69 5.69* 2.39 -0.55 -0.2 6.37* 2.16 3.47 0.95 6.92* 1.7
+24 9.78** 5.47 11.91** 3.47 2.88 0.59 17.02** 4.64 -3.81 -0.96 15.45** 3.52 15.73** 2.99 19.26** 3.25
+36 11.27** 5.11 15.91** 3.71 8.07 1.33 16.6** 3.74 -2.75 -0.56 15.43** 2.83 18.66** 2.85 18.19** 2.47
+48 11.83** 4.48 17.29** 3.42 13.13+ 1.68 19.02** 3.73 -10.52+ -1.75 16.62* 2.59 27.8** 3.54 27.13** 3.08
Observations 1417 329 203 336 277 272 - -
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Figure 1. Example U-curve of the relation between centrality and the information advan-
tage of a firm’s management, based on the information availability and information process-
ing cost model in Section II. The x-axis is the number of economic links of a firm (i.e., its
centrality). The left plot shows on the y-axis the uncertainty of firm insiders (black line)
and outside investors (red line), measured as the variance of the estimate of the firm’s cash
flow per link by each population. The red line is always above the black line, indicating the
marginal information availability advantage of the insiders. It also increases faster than the
black line after some point, indicating the information processing cost disadvantage of the
outside investors. The right plot shows on the y-axis a measure of information advantage
of the firm’s management, measured as the difference of the uncertainty of the market from
that of the firm management for the total firm cash flow: the larger this difference, the larger
the information advantage the firm management has. The plots are based on the example
discussed in Section II.
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Figure 2. Number of buyback announcements per year (bar chart and left hand axis).
Solid line and right hand axis show the S&P index at the end of each year, starting from
100 in October 1996. Buyback activity rises prior to stock market increases and tends to fall
afterwards.
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Figure 3. In the adjacency matrix A of a supplier network, aij represents the link strength
between industries i and j. The left graph shows the dollar values of goods flowed from
i to j (aij = $1 million) and from j to i (aij = $2 million). These values are calculated
from the Input-Output Make and Use tables from BEA. The middle graph shows the link
strength standardized by total purchases of an industry. Industry j’s (i’s) total purchases
from all other industries are $20 million ($100 million) in this example, so aij = 5% (aij =
2%) which means that among all industry suppliers of j (i), industry i (j) accounts for 5%
of j’s (i’s) total inputs. These standardized link strengths give an asymmetric matrix and
hence a directed network. The right graph makes a symmetric matrix by selecting the larger
number between aij and aij. This results to an undirected network.
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Figure 4. Long-run IRATS Cumulative Excess Returns (CAR) (left) and Calendar Monthly
Abnormal Returns (AR) (Right) for different subgroups of firms defined according to firm
centrality: Q1 is the bottom and Q5 the top quintile of firms in terms of their centrality
score one month prior to the repurchase announcement. Centrality Score is constructed
with degree centrality. CAR (monthly AR) are calculated using the Fama-French five-factor
model and the horizon is 48 months post buyback announcement, as in Tables IV and V,
respectively.
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Figure 6. Long-run IRATS five factors cumulative abnormal returns of buybacks depending
on the CEU-index. From the highest to the lowest lines: solid line is for CEU-index 8, dashed
with dots for CEU-index 7, solid with dots for CEU-index 6, solid with diamonds for CEU-
index 5, dotted-dashed for CEU-index 4, dashed with diamonds for CEU-index 3, dashed
for CEU-index 2, dotted with diamonds for CEU-index 1, and finally the lowest dotted line
is for CEU-index 0. The x-axis indicates months from the date of the event announcement.
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